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1. Introduction

In this chapter we give an account of Woodin’s technique for deriving large
cardinal strength from determinacy hypotheses. These results appear here
for the first time and for this reason we have gone into somewhat more detail
than is customary in a handbook. All unattributed results that follow are
either folklore or due to Woodin.

1.1. Determinacy and Large Cardinals

In the era of set theory following the discovery of independence a major
concern has been the discovery of new axioms that settle the statements left
undecided by the standard axioms (ZFC). One interesting feature that has
emerged is that there are often deep connections between axioms that spring
from entirely different sources. In this chapter we will be concerned with
one instance of this phenomenon, namely, the connection between axioms of
definable determinacy and large cardinal axioms.

In this introduction we will give a brief overview of axioms of definable
determinacy and large cardinal axioms (in sections A and B), discuss their
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interconnections (in sections C and D), and give an overview of the chapter
(in section E). At some points we will draw on notation and basic notions
that are explained in fuller detail in sections 1.2 and 2.1.

A. Determinacy

For a set of reals A ⊆ ωω consider the game where two players take turns
playing natural numbers:

I x(0) x(2) x(4) . . .
II x(1) x(3) . . .

At the end of a round of this game the two players will have produced a
real x, obtained through “interleaving” their plays. We say that Player I
wins the round if x ∈ A; otherwise Player II wins the round. The set A is
said to be determined if one of the players has a “winning strategy” in the
associated game, that is, a strategy which ensures that the player wins a
round regardless of how the other player plays. The Axiom of Determinacy

(AD) is the statement that every set of reals is determined.
It is straightforward to see that very simple sets are determined. For

example, if A is the set of all reals then clearly I has a winning strategy; if
A is empty then clearly II has a winning strategy; and if A is countable then
II has a winning strategy (by “diagonalizing”). A more substantive result
is that if A is closed then one player must have a winning strategy. This
might lead one to expect that all sets of reals are determined. However,
it is straightforward to use the Axiom of Choice (AC) to construct a non-
determined set (by listing all winning strategies and “diagonalizing” across
them). For this reason AD was never really considered as a serious candidate
for a new axiom. However, there is an interesting class of related axioms that
are consistent with AC, namely, the axioms of definable determinacy. These
axioms extend the above pattern by asserting that all sets of reals at a given
level of complexity are determined, notable examples being, ∆∼

1
1-determinacy

(all Borel sets of reals are determined), PD (all projective sets of reals are
determined) and ADL(R) (all sets of reals in L(R) are determined).

One issue is whether these are really new axioms or whether they follow
from ZFC. In the early development of the subject the result on the deter-
minacy of closed sets was extended to higher levels of definability. These
developments culminated in Martin’s proof of ∆∼

1
1-determinacy in ZFC. It

turns out that this result is close to optimal—as one climbs the hierarchy
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of definability, shortly after ∆
∼

1
1 one arrives at axioms that fall outside the

provenance of ZFC. For example, this is true of PD and ADL(R). Thus,
we have here a hierarchy of axioms (including PD and ADL(R)) which are
genuine candidates for new axioms.

There are actually two hierarchies of axioms of definable determinacy,
one involving lightface notions of definability (by which we mean notions
(such as ∆1

2) that do not involve real numbers as parameters) and the other
involving boldface notions of definability (by which we mean notions (such
as ∆

∼
1
2) that do involve real numbers as parameters). (See Jackson’s chapter

in this Handbook for details concerning the various grades of definability
and the relevant notation.) Each hierarchy is, of course, ordered in terms
of increasing complexity. Moreover, each hierarchy has a natural limit: the
natural limit of the lightface hierarchy is OD-determinacy (all OD sets of reals
are determined) and the natural limit of the boldface hierarchy is OD(R)-
determinacy (all OD(R) sets of reals are determined). The reason these are
natural limits is that the notions of lightface and boldface ordinal definability
are candidates for the richest lightface and boldface notions of definability.
To see this (for the lightface case) notice first that any notion of definability
which does not render all of the ordinals definable can be transcended (as
can be seen by considering the least ordinal which is not definable according
to the notion) and second that the notion of ordinal definability cannot be so
transcended (since by reflection OD is ordinal definable). It is for this reason
that Gödel proposed the notion of ordinal definability as a candidate for an
“absolute” notion of definability. Our limiting cases may thus be regarded
as two forms of absolute definable determinacy.

So we have two hierarchies of increasingly strong candidates for new ax-
ioms and each has a natural limit. There are two fundamental questions
concerning such new axioms. First, are they consistent? Second, are they
true? In the most straightforward sense these questions are asked in an ab-

solute sense and not relative to a particular theory such as ZFC. But since
we are dealing with new axioms, the traditional means of answering such
questions—namely, by establishing their consistency or provability relative
to the standard axioms (ZFC)—is not available. Nevertheless, one can hope
to establish results—such as relative consistency and logical connections with
respect to other plausible axioms—that collectively shed light on the origi-
nal, absolute question. Indeed, there are a number of results that one can
bring to bear in favour of PD and ADL(R). For example, these axioms lift the
structure theory that can be established in ZFC to their respective domains,
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namely, second-order arithmetic and L(R). Moreover, they do so in a fash-
ion which settles a remarkable number of statements that are independent
of ZFC. In fact, there is no “natural” statement concerning their respective
domains that is known to be independent of these axioms. (For more on the
structure theory provided by determinacy and the traditional considerations
in their favour see [10] and for more recent work see Jackson’s chapter in
this Handbook.) The results of this chapter figure in the case for PD and
ADL(R). However, our concern will be with the question of relative consis-
tency; more precisely, we wish to calibrate the consistency strength of axioms
of definable determinacy—in particular, the ultimate axioms of lightface and
boldface determinacy—in terms of the large cardinal hierarchy.

There are some reductions that we can state at the outset. In terms of
consistency strength the two hierarchies collapse at a certain stage: Kechris
and Solovay showed that ZF + DC implies that in the context of L[x] for x ∈
ωω, OD-determinacy and ∆1

2-determinacy are equivalent (see Theorem 6.6).
And it is a folklore result that ZFC+OD(R)-determinacy and ZFC+ADL(R)

are equiconsistent. Thus, in terms of consistency strength, the lightface
hierarchy collapses at ∆1

2-determinacy and the boldface hierarchy collapses
at ADL(R). So if one wishes to gauge the consistency strength of lightface
and boldface determinacy it suffices to concentrate on ∆1

2-determinacy and
ADL(R).

Now, it is straightforward to see that if ∆1
2-determinacy holds then it

holds in L[x] for some real x and likewise if ADL(R) (or AD) holds then it
holds in L(R). Thus, the natural place to study the consistency strength of
lightface definable determinacy is L[x] for some real x and the natural place
to study the consistency strength of boldface definable determinacy (or full
determinacy) is L(R). For this reason these two models will be central in
what follows.

To summarize: We shall be investigating the consistency strength of light-
face and boldface determinacy. This reduces to ∆1

2-determinacy and ADL(R).
The settings L[x] and L(R) will play a central role. Consistency strength
will be measured in terms of the large cardinal hierarchy. Before turning to
a discussion of the large cardinal hierarchy let us first briefly discuss stronger
forms of determinacy.

Our concern in this chapter is with axioms of determinacy of the above
form, where the games have length ω and the moves are natural numbers.
However, it is worthwhile to note that there are two directions in which one
can generalize these axioms.
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First, one can consider games of length greater than ω (where the moves
are still natural numbers). A simple argument shows that one cannot have
the determinacy of all games of length ω1 but there is a great deal of room
below this upper bound and much work has been done in this area. For more
on this subject see [11].

Second, one can consider games where the moves are more complex than
natural numbers (and where the length of the game is still ω). One alternative
is to consider games where the moves are real numbers. The axiom ADR

states that all such games are determined. One might try to continue in
this direction and consider the axiom ADP(R) asserting the determinacy of
all games where the moves are sets of real numbers. It is straightforward
to see that this axiom is inconsistent. In fact, even the definable version
asserting that all OD subsets of P(R)ω is inconsistent. Another alternative
is to consider games where the moves are ordinal numbers. Again, a simple
argument shows that one cannot have the determinacy of all subsets of ω1

ω.
However, a result of Harrington and Kechris shows that in this case if one
adds a definability constraint then one can have determinacy at this level.
In fact, OD-determinacy implies that every OD set A ⊆ ω1

ω is determined.
It is natural then to extend this to large ordinals. The ultimate axiom in
this direction would simply assert that every OD set A ⊆ Onω is determined.
Perhaps surprisingly, at this stage a certain tension arises since recent work in
inner model theory provides evidence that this axiom is in fact inconsistent.
See [13] for more on this subject.

B. Large Cardinals

Our aim is to calibrate the consistency strength of lightface and boldface
determinacy in terms of the large cardinal hierarchy. The importance of
the large cardinal hierarchy in this connection is that it provides a canonical
means of climbing the hierarchy of consistency strength. To show, for a given
hypothesis ϕ and a given large cardinal axiom L, that the theories ZFC + ϕ
and ZFC +L are equiconsistent one typically uses the dual methods of inner

model theory and outer model theory (also known as forcing). Very roughly,
given a model of ZFC + L one forces to obtain a model of ZFC + ϕ and
given a model of ZFC + ϕ one uses the method of inner model theory to
construct a model of ZFC + L. The large cardinal hierarchy is (for the most
part) naturally well-ordered and it is a remarkable phenomenon that given
any two “natural” theories extending ZFC one can compare them in terms of
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consistency strength (equivalently, interpretability) by lining them up with
the large cardinal hierarchy.

In a very rough sense large cardinal axioms assert that there are “large”
levels of the universe. A template for formulating a broad class of large
cardinal axioms is in terms of elementary embeddings. The basic format of
the template is as follows: There is a transitive class M and a non-trivial
elementary

j : V →M.

To say that the embedding is non-trivial is simply to say that it is not the
identity, in which case one can show that there is a least ordinal moved. This
ordinal is denoted crit(j) and called the critical point of j. A cardinal is said
to be a measurable cardinal if and only if it is the critical point of such an
embedding.

It is easy to see that for any such elementary embedding there is necessar-
ily a certain degree of agreement between V and M . In particular, it follows
that Vκ+1 ⊆ M , where κ = crit(j). This degree of agreement in conjunction
with the elementarity of j can be used to show that κ has strong reflection
properties, in particular, κ is strongly inaccessible, Mahlo, weakly compact,
etc.

One way to strengthen a large cardinal axiom of the above form is to
demand greater agreement between M and V . For example, if one demands
that Vκ+2 ⊆M then the fact that κ is measurable is recognized within M and
hence it follows that M satisfies that there is a measurable cardinal below
j(κ), namely, κ. Thus, by the elementarity of the embedding, V satisfies
that there is a measurable cardinal below κ. The same argument shows that
there are arbitrarily large measurable cardinals below κ.

This leads to a natural progression of increasingly strong large cardinal
axioms. It will be useful to discuss some of the major axioms in this hierarchy:
If κ is a cardinal and η > κ is an ordinal then κ is η-strong if there is a
transitive class M and a non-trivial elementary embedding j : V → M such
that crit(j) = κ, j(κ) > η and Vη ⊆ M . A cardinal κ is strong iff it is
η-strong for all η. As we saw above if κ is (κ+2)-strong then κ is measurable
and there are arbitrarily large measurable cardinals below κ. Next, one can
demand that the embedding preserve certain classes: If A is a class, κ is
a cardinal, and η > κ is an ordinal then κ is η-A-strong if there exists a
j : V → M which witnesses that κ is η-strong and which has the additional
feature that j(A ∩ Vκ) ∩ Vη = A ∩ Vη. The following large cardinal notion
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will play a central role in this chapter.

1.1 Definition. A cardinal κ is a Woodin cardinal if κ is strongly inaccessible
and for all A ⊆ Vκ there is a cardinal κA < κ such that

κA is η-A-strong,

for each η such that κA < η < κ.

It should be noted that in contrast to measurable and strong cardinals,
Woodin cardinals are not characterized as the critical point of an embedding
or collection of embeddings. In fact, a Woodin cardinal need not be mea-
surable. However, if κ is a Woodin cardinal, then Vκ is a model of ZFC and
from the point of view of Vκ there is a proper class of strong cardinals.

Going further, a cardinal κ is superstrong if there is a transitive class M
and a non-trivial elementary embedding j : V → M such that crit(j) = κ
and Vj(κ) ⊆ M . If κ is superstrong then κ is a Woodin cardinal and there
are arbitrarily large Woodin cardinals below κ.

One can continue in this vein, demanding greater agreement between
M and V . The ultimate axiom in this direction would, of course, demand
that M = V . This axiom was proposed by Reinhardt. But shortly after
its introduction Kunen showed that it is inconsistent with ZFC. In fact,
Kunen showed that assuming ZFC, there can be no non-trivial elementary
embedding j : Vλ+2 → Vλ+2. (An interesting open question is whether these
axioms are inconsistent with ZF or whether there is a hierarchy of “choiceless”
large cardinal axioms that climb the hierarchy of consistency strength far
beyond what can be reached with ZFC.)

There is a lot of room below the above upper bound. For example, a
very strong axiom is the statement that there is a non-trivial elementary
embedding j : Vλ+1 → Vλ+1. The strongest large cardinal axiom in the cur-
rent literature is the axiom asserting that there is a non-trivial elementary
embedding j : L(Vλ+1) → L(Vλ+1) such that crit(j) < λ. Surprisingly, this
axiom yields a structure theory of L(Vλ+1) which is closely analogous to the
structure theory of L(R) under the axiom ADL(R). This parallel between
axioms of determinacy and large cardinal axioms suggests seeking stronger
large cardinal axioms by following the guide of the strong axioms of determi-
nacy discussed at the close of the previous section. In fact, there is evidence
that the parallel extends. For example, there is a new large cardinal axiom
that is the analogue of ADR. See [13] for more on these recent developments.
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C. Determinacy from Large Cardinals

Let us return to the questions of the truth and the consistency of axioms
of definable determinacy, granting that of large cardinal axioms. In the late
1960s Solovay conjectured that ADL(R) is provable from large cardinal axioms
(and hence that ZF+AD is consistent relative to large cardinal axioms). This
conjecture was realized in stages.

In 1970 Martin showed that if there is a measurable cardinal then all
Σ
∼

1
1 sets of reals are determined. Later, in 1978, he showed that under the

much stronger assumption of a non-trivial iterable elementary embedding
j : Vλ → Vλ all Σ

∼
1
2 sets of reals are determined. It appeared that there

would be a long march up the hierarchy of axioms of definable determinacy.
However, in 1984 Woodin showed that if there is a non-trivial elementary
embedding j : L(Vλ+1) → L(Vλ+1) with crit(j) < λ, then ADL(R) holds.

The next major advances concerned reducing the large cardinal hypoth-
esis used to obtain ADL(R). The first step in this direction was made shortly
after, in 1985, when Martin and Steel proved the following remarkable result,
using a completely different technique:

Theorem 1.2 (Martin and Steel). Assume ZFC. Suppose that there are n
Woodin cardinals with a measurable cardinal above them all. Then Σ∼

1
n+1-

determinacy holds.

It follows that if there is a Woodin cardinal with a measurable cardinal
above, then ∆1

2-determinacy holds and if there are infinitely many Woodin
cardinals then PD holds. Finally, the combination of Martin and Steel’s
work and Woodin’s work on the stationary tower (see [9]) led to a significant
reduction in the hypothesis required to obtain ADL(R).

Theorem 1.3. Assume ZFC. Suppose there are infinitely many Woodin

cardinals with a measurable cardinal above them all. Then ADL(R).

A more recent development is that, in addition to being implied by large
cardinal axioms, ADL(R) is implied by a broad array of other strong axioms,
which have nothing to do with one another—in fact, there is reason to believe
that ADL(R) is implied by all sufficiently strong “natural” theories. For fur-
ther discussion of this subject and other more recent results that contribute
to the case for certain axioms of definable determinacy see [8], [12], and [14].

Each of the above results concerns the truth of axioms of definable deter-
minacy, granting large cardinal axioms. A closely related question concerns
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the consistency of axioms of definable determinacy, granting that of large
cardinal axioms. For this one can get by with slightly weaker large cardinal
assumptions.

Theorem 1.4. Assume ZFC. Suppose δ is a Woodin cardinal. Suppose

G ⊆ Col(ω, δ) is V -generic. Then V [G] |= ∆1
2-determinacy.

Theorem 1.5. Assume ZFC. Suppose that λ is a limit of Woodin cardinals.

Suppose G ⊆ Col(ω,<λ) is V -generic and let R∗ =
⋃

{RV [G↾α] | α < λ}.
Then L(R∗) |= AD.

For more on the topic of this section see Neeman’s chapter in this Handbook.

D. Large Cardinals from Determinacy

The above results lead to the question of whether the large cardinal as-
sumptions are “necessary”. Of course, large cardinal assumptions (in the
traditional sense of the term) cannot be necessary in the strict sense since
axioms of definable determinacy (which concern sets of reals) do not outright
imply the existence of large cardinals (which are much larger objects). The
issue is whether they are necessary in the sense that one cannot prove the
axioms of definable determinacy with weaker large cardinal assumptions. To
establish this one must show that the consistency of the axioms of definable
determinacy implies that of the large cardinal axioms and one way to do this
is to show that axioms of definable determinacy imply that there are inner

models of the large cardinal axioms.
There are two approaches to inner model theory, each originating in the

work of Gödel. These approaches have complementary advantages and dis-
advantages. The first approach is based on L, the universe of constructible
sets. The advantage of this approach is that L is very well understood; in
fact, it is fair to say that within ZFC one can carry out a “full analysis” of
this model. As a consequence of this one can show, for example, that under
ZF + AD, ωV1 is inaccessible in L. The disadvantage is that L is of limited
applicability since it cannot accommodate strong large cardinal axioms such
as the statement that there is a measurable cardinal. So if the large cardinal
assumptions in Theorems 1.4 and 1.5 are close to optimal then L is of no use
in establishing this.

The second approach is based on HOD, the universe of hereditarily ordinal
definable sets. This inner model can accommodate virtually all large cardinal
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axioms that have been investigated. But it has a complementary defect in
that one cannot carry out a full analysis of this structure within ZFC.

A major program in set theory—the inner model program—aims to com-
bine the advantages of the two approaches by building inner models that
resemble L in having a highly ordered inner structure but which resemble
HOD in that they can accommodate strong large cardinal axioms.

“L-like” inner models at the level of Woodin cardinals were developed in
stages beginning with work of Martin and Steel, and continuing with work
of Mitchell and Steel. The Mitchell-Steel inner models are true analogs of L.
Martin and Steel used their models to show that the large cardinal hypotheses
in their proofs of determinacy were essentially optimal. For example, they
showed that if there is a Woodin cardinal then there is a canonical inner
model M that contains a Woodin cardinal and has a ∆1

3 well-ordering of the
reals. It follows that one cannot prove Σ

∼
1
2-determinacy from the assumption

of a Woodin cardinal alone.
However, this still left open a number of questions. First, does the consis-

tency of ZFC + “There is a Woodin cardinal” follow from that of ZFC + ∆1
2-

determinacy? Second, can one build an inner model of a Woodin cardi-
nal directly from ZFC + ∆1

2-determinacy? Third, what is the strength of
ZFC + ADL(R)? To approach these questions it would seem that one would
need fine-structural inner model theory. However, at the time when the cen-
tral results of this chapter were proved, fine-structural inner model theory
had not yet reached the level of Woodin cardinals. One option was to proceed
with HOD.

In contrast to L the structure of HOD is closely tied to the universe in
which it is constructed. In the general setting, where one works in ZF and
constructs HOD in V , the structure theory of HOD is almost as intractable
as that of V . Surprisingly if one strengthens the background theory then the
structure theory of HOD becomes tractable. For example, Solovay showed
that under ZF + AD, HOD satisfies that ωV1 is a measurable cardinal. It
turns out that both lightface and boldface definable determinacy are able
to illuminate the structure of HOD (when constructed in the natural inner
models of these axioms—L[x] and L(R)) to the point where one can recover
the large cardinals that are necessary to establish their consistency.

In the case of lightface definable determinacy the result is the following:

Theorem 1.6. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone
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of x,
HODL[x] |= ZFC + ω

L[x]
2 is a Woodin cardinal.

Thus, the consistency strength of ZFC + OD-determinacy is precisely that of
ZFC + “There is a Woodin cardinal”. For the case of boldface determinacy
let us first state a preliminary result of which the above result is a localization.
First we need a definition. Let

Θ = sup{α | there is a surjection π : R → α}.

Theorem 1.7. Assume ZF + AD. Then

HODL(R) |= ΘL(R) is a Woodin cardinal.

In fact, both of these results are special instances of a general theorem on
the generation of Woodin cardinals—the Generation Theorem. In addition
to giving the above results, the Generation Theorem will also be used to
establish the optimal large cardinal lower bound for boldface determinacy:

Theorem 1.8. Assume ZF+AD. Suppose Y is a set. There is a generalized

Prikry forcing PY through the Y -degrees such that if G ⊆ PY is V -generic

and 〈[xi]Y | i < ω〉 is the associated sequence, then

HOD
V [G]
Y,〈[xi]Y |i<ω〉,V |= ZFC + There are ω-many Woodin cardinals,

where [x]Y = {z ∈ ωω | HODY,z = HODY,x} is the Y -degree of x.

Thus, the consistency strength of ZFC+OD(R)-determinacy and of ZF+AD
is precisely that of ZFC + “There are ω-many Woodin cardinals”.

The main results of this chapter have applications beyond equiconsis-
tency; in particular, the theorems play an important role in the structure
theory of AD+ (a potential strengthening of AD that we will define and dis-
cuss in Section 8). For example, Steel showed that under AD, in L(R) every
uncountable regular cardinal below Θ is a measurable cardinal. (See Steel’s
chapter in this Handbook for a proof.) This theorem generalizes to a theorem
of AD+ and the theorems of this chapter are an important part of the proof.
We will discuss some other applications in the final section of this chapter.
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E. Overview

The results on the strength of lightface and boldface determinacy were es-
tablished in the late 1980s. However, the current presentation and many of
the results that follow are quite recent. One of the key new ingredients is the
following abstract theorem on the generation of Woodin cardinals, which lies
at the heart of this chapter:

Theorem 1.9 (Generation Theorem). Assume ZF. Suppose

M = LΘM
(R)[T,A,B]

is such that

(1) M |= T0,

(2) ΘM is a regular cardinal,

(3) T ⊆ ΘM ,

(4) A = 〈Aα | α < ΘM〉 is such that Aα is a prewellordering of the reals of

length greater than or equal to α,

(5) B ⊆ ωω is nonempty, and

(6) M |= Strategic determinacy with respect to B.

Then

HODM
T,A,B |= ZFC + There is a T -strong cardinal.

Here T0 is the theory ZF + ACω(R) − Power Set + “P(ω) exists′′ and the
notion of “strategic determinacy” is a technical notion that we will state
precisely later.

The Generation Theorem provides a template for generating models con-
taining Woodin cardinals. One simply has to show that in a particular setting
the various conditions can be met, though this is often a non-trivial task. The
theorem is also quite flexible in that it is a result of ZF that does not pre-
suppose DC and has applications in both lightface and boldface settings. It
will play a central role in the calibration of the strength of both lightface and
boldface determinacy.

We shall approach the proof of the Generation Theorem by proving a
series of increasingly complex approximations.
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In Section 2 we take the initial step by proving Solovay’s theorem that
under ZF + AD, ωV1 is a measurable cardinal in HOD and we show that
the associated measure is normal. The proof that we give is slightly more
complicated than the standard proof but has the virtue of illustrating in a
simple setting some of the key components that appear in the more complex
variations. We illustrate this at the end of the section by showing that the
proof of Solovay’s theorem generalizes to show that under ZF + AD, the
ordinal (δ

∼

2
1)
L(R) is a measurable cardinal in HODL(R). Our main aim in this

section is to illustrate the manner in which “boundedness” and “coding”
combine to yield normal ultrafilters. In subsequent sections stronger forms
of boundedness (more precisely, “reflection”) and stronger forms of coding
will be used to establish stronger forms of normality.

In Section 3 we prove the strong forms of coding that will be central
throughout.

In Section 4, as a precursor to the proof of the Generation Theorem, we
prove the following theorem:

Theorem 1.10. Assume ZF + DC + AD. Then

HODL(R) |= ZFC + ΘL(R) is a Woodin cardinal.

The assumption of DC is merely provisional—it will ultimately be eliminated
when we prove the Generation Theorem. Toward the proof of the above
theorem, we begin in §4.1 by establishing the reflection phenomenon that will
play the role played by boundedness in §2. We will then use this reflection
phenomenon in L(R) to define for cofinally many λ < Θ, an ultrafilter µλ on
δ
∼

2
1 that is intended to witness that δ

∼

2
1 is λ-strong. In §4.2 we shall introduce

and motivate the notion of strong normality by showing that the strong
normality of µλ ensures that δ

∼

2
1 is λ-strong. We will then show how reflection

and uniform coding combine to secure strong normality. In §4.3 we will prove
the above theorem by relativizing the construction of §4.2 to subsets of ΘL(R).

In Section 5 we extract the essential components of the above construction
and prove two abstract theorems on Woodin cardinals in a general setting,
one that involves DC and one that does not. The first theorem is proved in
§5.1. The importance of this theorem is that it can be used to show that in
certain strong determinacy settings HOD can contain many Woodin cardi-
nals. The second theorem is the Generation Theorem, the proof of which will
occupy the remainder of the section. The aim of the Generation Theorem
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is to show that the construction of Section 4 can be driven by lightface de-
terminacy alone. The difficulty is that the construction of Section 4 involves
games that are defined in terms of real parameters. To handle this we intro-
duce the notion of “strategic determinacy”, a notion that resembles boldface
determinacy in that it involves real parameters but which can nonetheless
hold in settings where one has AC. To motivate the notion of “strategic
determinacy” we shall begin in §5.2 by examining one such setting, namely,
L[S, x] where S is a class of ordinals and x is a real. Once we show that
“strategic determinacy” can hold in this setting we shall return in §5.3 to
the general setting and prove the Generation Theorem. In the final subsec-
tion, we prove a number of special cases, many of which are new. Although
some of these applications involve lightface settings, they all either involve
assuming full AD or explicitly involve “strategic determinacy”.

In Section 6 we use two of the special cases of the Generation Theorem
to calibrate the consistency strength of lightface and boldface definable de-
terminacy in terms of the large cardinal hierarchy. In the case of the first
result the main task is to show that ∆1

2-determinacy suffices to establish that
“strategic determinacy” can hold. In the case of the second result the main
task is to show that the Generation Theorem can be iteratively applied to
generate ω-many Woodin cardinals.

In Section 7 we show that the Generation Theorem can itself be localized
in two respects. In the first localization we show that ∆1

2-determinacy implies

that for a Turing cone of x, ω
L[x]
1 is a Woodin cardinal in an inner model of

L[x]. In the second localization we show that the proof can in fact be carried
out in second-order arithmetic.

In Section 8 we survey some further results. First, we discuss results con-
cerning the actual equivalence of axioms of definable determinacy and axioms
asserting the existence of inner models with Woodin cardinals. Second, we
revisit the analysis of HODL(R) and HODL[x][g], for certain generic exten-
sions L[x][g], in light of the advances that have been made in fine-structural
inner model theory. Remarkably, it turns out that not only are these mod-
els well-behaved in the context of definable determinacy—they are actually
fine-structural inner models, but of a kind that falls outside of the traditional
hierarchy.

We have tried to keep the account self-contained, presupposing only ac-
quaintance with the constructible universe, the basics of forcing, and the
basics of large cardinal theory. In particular, we have tried to minimize ap-
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peal to fine-structure and descriptive set theory. Fine-structure enters only
in Section 8 where we survey more recent developments, but even there one
should be able to get a sense of the lay of the land without following the de-
tails. For the relevant background and historical development of the subject
see [1], [2] and [10].
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1.2. Notation

For the most part our notational conventions are standard. Nevertheless,
some comments are in order.

(1) We use µαϕ(α) to indicate the least ordinal α such that ϕ(α).

(2) In writing ODX and HODX we always mean that X itself (as opposed
to its elements) is allowed as a parameter. The notation OD{X} is
sometimes used for this, for example, in contexts where one would like
to speak of both OD{X} and ODX . However, in this chapter we will
have no occasion to speak of the latter and so we have dropped the curly
brackets on the ground that they would only serve to clutter the text.
We also use ODX as both a name (for the class of sets which are ordinal
definable from X) and as an adjective (for example when we say that
a particular class is ODX .) We use <ODX

for a fixed canonical ODX-
well-ordering of ODX sets. The notation OD(R) is used in analogy
with L(R).

(3) A strategy for Player I is a function σ :
⋃

i<ω ω
2i → ω. Letting σ∗y be

the real produced when Player I follows σ and Player II plays y, we say
that σ is a winning strategy for Player I in the game with payoff A ⊆ ωω

if for all y ∈ ωω, σ∗y ∈ A. The corresponding notions for Player II
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are defined similarly. We typically reserve σ for strategies for Player
I and τ for strategies for Player II. The play that results from having
II play y against σ is denoted σ∗y and likewise the play that results
from having I play x against τ is denoted x∗τ . We write x∗y for the
real that results from having Player I play x and Player II play y and
in this case we let (x∗y)I = x and (x∗y)II = y. For example, (σ∗y)I is
the real that Player I plays when following the strategy σ against II’s
play of y. If σ is a strategy for Player I and τ is a strategy for Player
II we write σ∗τ for the real produced by playing the strategies against
one another. Occasionally, when z = x∗y we write zeven to indicate x
and zodd to indicate y.

(4) If X is a subset of the plane ωω×ωω we use proj1(X) for the “projection
to the first coordinate” and proj2(X) for the “projection to the second
coordinate”.

(5) For n0, . . . , nk−1 ∈ ω, we use 〈n0, . . . , nk−1〉 to denote the natural num-
ber encoding (n0, . . . , nk−1) via a recursive bijection between ωk and ω
(which we fix throughout) and we let (n)i be the associated projection
functions. For x ∈ ωω and i ∈ ω we also use (x)i for the projection func-
tion associated to a recursive bijection between (ωω)ω and ωω. See [10,
Chapter 3] for further details on such recursive coding and decoding
functions.

There is a slight conflict in notation in that angle brackets are also
traditionally used for sequences and n-tuples. We have lapsed into this
usage at points but the context resolves the ambiguity; for example,
when we write 〈xα | α < λ〉 it is clear that we are referring to a
sequence.

(6) In this chapter by the “reals” we mean ωω, which, under the standard
topology, is homeomorphic to the irrationals as normally construed.
However, we continue to use the symbol ‘R’ in contexts where it is
traditional, for example, in L(R).

(7) We use tc(x) for the transitive closure of x.

(8) A base theory that will play a central role throughout is

T0 = ZF + ACω(R) − Power Set + “P(ω) exists′′.
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2. Basic Results

The central result of this section is Solovay’s theorem to the effect that under
ZF + AD, ω1 is a measurable cardinal. The proof that we will give is slightly
more involved than the standard proof but it has the advantage of illustrat-
ing some of the key components in the more general theorems to be proved
in later sections. One thing we would like to illustrate is the manner in
which “boundedness” and “coding” combine to yield normal ultrafilters. In
subsequent sections stronger forms of boundedness (more precisely, “reflec-
tion”) and stronger forms of coding will be used to establish stronger forms
of normality. This will culminate in the production of Woodin cardinals.

In §2.1 we review some basic consequences of ZF + AD. In §2.2 we prove
Σ∼

1
1-boundedness and use it to prove the Basic Coding Lemma, a simple case

of the more general coding lemmas to be proved in Section 3. In §2.3 we
use Σ∼

1
1-boundedness to show that the club filter on ω1 witnesses that ω1 is

a measurable cardinal and we use Σ
∼

1
1-boundedness and the Basic Coding

Lemma to show that this ultrafilter is normal. In §2.4 we introduce δ
∼

2
1 and

establish its basic properties. Finally, in §2.5 we draw on the Coding Lemma
of Section 3 to show that the proof of Solovay’s theorem generalizes to show
that assuming ZF+DC+AD then in the restricted setting of L(R) the ordinal
(δ
∼

2
1)
L(R) is a measurable cardinal. Later, in Section 4, we will dispense with

DC and reprove this theorem in ZF + AD.

2.1. Preliminaries

In order to keep this account self-contained, in this subsection we shall col-
lect together some of the basic features of the theory of determinacy. These
concern (1) the connection between determinacy and choice, (2) the impli-
cations of determinacy for regularity properties, and (3) the implications of
determinacy for the Turing degrees. See [2], [10], and Jackson’s chapter in
this Handbook for further details and references.

Let us begin with the axiom of choice. A straightforward diagonalization
argument shows that AD contradicts the full axiom of choice, AC. How-
ever, certain fragments of AC are consistent with AD and, in fact, certain
fragments of AC follow from AD.
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2.1 Definition. The Countable Axiom of Choice, ACω, is the statement that
every countable set consisting of non-empty sets has a choice function. The
Countable Axiom of Choice for Sets of Reals, ACω(R), is the statement that
every countable set consisting of non-empty sets of reals has a choice function.

Theorem 2.2. Assume ZF + AD. Then ACω(R).

Proof. Let {Xn | n < ω} be a countable collection of non-empty sets of reals.
Consider the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where I wins if and only if y 6∈ Xx(0). (Notice that we are leaving the definition
of the payoff set of reals A implicit. In this case the payoff set is {x ∈ ωω |
xodd 6∈ Xx(0)}. In the sequel we shall leave such routine transformations to
the reader.) Thus, Player I is to be thought of as playing an element Xn

of the countable collection and Player II must play a real which is not in
this element. Of course, Player I cannot win. So there must be a winning
strategy τ for Player II. The function

f : ω → ωω

n 7→ (〈n, 0, 0, . . .〉∗τ)II

is a choice function for {Xn | n < ω}.

Corollary 2.3. Assume ZF + AD. Then ω1 is regular.

2.4 Definition. The Principle of Dependent Choices, DC, is the statement
that for every non-empty set X and for every relation R ⊆ X ×X such that
for all x ∈ X there is a y ∈ X such that (x, y) ∈ R, there is a function
f : ω → X such that for all n < ω, (f(n), f(n + 1)) ∈ R. The Principle of

Dependent Choices for Sets of Reals, DCR, is simply the restricted version of
DC where X is R.

It is straightforward to show that DC implies ACω and Jensen showed that
this implication cannot be reversed. Solovay showed that Con(ZF + ADR)
implies Con(AD + ¬DC) and this was improved by Woodin.

Theorem 2.5. Assume ZF + AD + V=L(R). Then in a forcing extension

there is an inner model of AD + ¬ACω.
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Theorem 2.6 (Kechris). Assume ZF + AD. Then L(R) |= DC.

1 Open Question. Does AD imply DCR?

Thus, of the above fragments of AC, ACω(R) is known to be within
the reach of AD, DCR could be within the reach of AD, and the stronger
principles ACω and DC are known to be consistent with but independent
of AD (assuming consistency of course). For this reason, to minimize our
assumptions, in what follows we shall work with ACω(R) as far as this is
possible. There are two places where we invoke DC, namely, in Kunen’s
theorem (Theorem 3.11) and in Lemma 4.8 concerning the well-foundedness
of certain ultrapowers. However, in our applications, DC will reduce to DCR

and so if the above open question has a positive answer then these appeals
to DC can also be avoided.

We now turn to regularity properties. The axiom of determinacy has
profound consequences for the structure theory of sets of real numbers. See
[10] and Jackson’s chapter in this Handbook for more on this. Here we
mention only one central consequence that we shall need below.

Theorem 2.7 (Mycielski-Swierczkowski; Mazur, Banach; Davis). Assume

ZF + AD. Then all sets are Lebesgue measurable, have the property of Baire,

and have the perfect set property.

Proof. See [2, Section 27].

Another important consequence we shall need is the following:

Theorem 2.8. Assume ZF + AD. Then every ultrafilter is ω1-complete.

Proof. Suppose U ⊆ P(X) is an ultrafilter. If U is not ω1-complete then
there exists {Xi | i < ω} such that

(1) for all i < ω, Xi ∈ U and

(2)
⋂

i<ωXi 6∈ U .

Without loss of generality we can suppose that
⋂

i<ωXi = ∅. So this gives a
partition {Yi | i < ω} of X into disjoint non-empty sets each of which is not
in U . Define U ∗ ⊆ P(ω) as follows:

σ ∈ U
∗ iff

⋃

{Yi | i ∈ σ} ∈ U .

This is an ultrafilter on ω which is not principal since by assumption Yi 6∈ U

for each i < ω. However, as Sierpiński showed, a non-principal ultrafilter
over ω (construed as a set of reals) is not Lebesgue measurable.
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Finally, we turn to the implications of determinacy for the Turing degrees.
For x, y ∈ ωω, we say that x is Turing reducible to y, x 6T y, if x is recursive
in y and we say that x is Turing equivalent to y, x ≡T y, if x 6T y and
y 6T x. The Turing degrees are the corresponding equivalence classes [x]T =
{y ∈ ωω | y ≡T x}. Letting

DT =
{

[x]T | x ∈ ωω
}

the relation 6T lifts to a partial ordering on DT . A cone of Turing degrees

is a set of the form
{

[y]T | y >T x0

}

for some x0 ∈ ωω. A Turing cone of reals is a set of the form

{

y ∈ ωω | y >T x0

}

for some x0 ∈ ωω. In each case x0 is said to be the base of the cone. In later
sections we will discuss different degree notions. However, when we speak of
a “cone of x” without qualification we always mean a “Turing cone of x”.
The cone filter on DT is the filter consisting of sets of Turing degrees that
contain a cone of Turing degrees.

Theorem 2.9 (Cone Theorem) (Martin). Assume ZF + AD. The cone

filter on DT is an ultrafilter.

Proof. For A ⊆ DT consider the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where I wins iff [x∗y]T ∈ A. If I has a winning strategy σ0 then σ0 witnesses
that A is in the cone filter since for y >T σ0, [y]T = [σ0∗y]T ∈ A. If II has a
winning strategy τ0 then τ0 witnesses that DT rA is in the cone filter since
for x >T τ0, [x]T = [x∗τ 0]T ∈ DT r A.

It follows that under ZF + AD each statement ϕ(x) either holds for a
Turing cone or reals x or fails for a Turing cone of reals x.

The proof of the Cone Theorem easily relativizes to fragments of definable
determinacy. For example, assuming Σ1

2-determinacy every Σ1
2 set which is

invariant under Turing equivalence either contains or is disjoint from a Turing
cone of reals.
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It is of interest to note that when Martin proved the Cone Theorem he
thought that he would be able to refute AD by finding a property that “tog-
gles”. He started with Borel sets and, when no counterexample arose, moved
on to more complicated sets. We now know (assuming there are infinitely
many Woodin cardinals with a measurable above) that no counterexamples
are to be found in L(R). Moreover, the statement that there are no coun-
terexamples in L(R) (i.e. the statement that Turing determinacy holds in
L(R)) actually implies ADL(R) (over ZF + DC). Thus, the basic intuition
that the Cone Theorem is strong is correct—it is just not as strong as 0=1.

2.2. Boundedness and Basic Coding

We begin with some definitions. For x ∈ ωω, let Ex be the binary relation
on ω such that mExn iff x(〈m,n〉) = 0, where recall that 〈·, ·〉 : ω × ω → ω
is a recursive bijection. The real x is said to code the relation Ex. Let
WO = {x ∈ ωω | Ex is a well-ordering}. For x ∈ WO, let αx be the ordertype
of Ex and, for α < β < ω1 let WOα = {x ∈ WO | αx = α}, WO<α = {x ∈
WO | αx < α}, WO(α,β] = {x ∈ WO | α < αx 6 β} and likewise for
other intervals of countable ordinals. For x ∈ WO, let WOx = WOαx . It is
straightforward to see that these sets are Borel and that WO is a complete
Π∼

1
1 set. (See [1, Chapter 25] for details.)

In addition to the topological and recursion-theoretic characterizations of
Σ∼

1
1 there is a model-theoretic characterization which is helpful in simplifying

complexity calculations. A model (M,E) satisfying T0 (or some sufficiently
strong fragment of ZF) is an ω-model if (ωM , E↾ωM) ∼= (ω,∈↾ω), where recall
that T0 is the theory ZF+ACω(R)−Power Set+“P(ω) exists′′. Notice that
ω-models are correct about arithmetical statements and hence Π1

1-statement
are downward absolute to ω-models. Moreover, the statement “There exists
a real coding an ω-model of T0” is Σ1

1, in contrast to the statement “There
exists a real coding a well-founded model of T0”, which is Σ1

2. Thus we have
the following characterization of the pointclass Σ∼

1
1: A ⊆ ωω is Σ∼

1
1 iff there is

a formula ϕ and there exists a z ∈ ωω such that

A = {y ∈ ωω | there is a real coding an ω-model M with z ∈M

such that y ∈M and M |= T0 + ϕ[y, z]}.

The lightface version Σ1
1 is defined similarly by omitting the parameter z,

as are the Σ1
1 subsets of (ωω)n and the Σ1

1-statements, etc. Theories much
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weaker than T0 yield an equivalent definition. For example, one can use the
finite theory ZFN for some sufficiently large N .

As an illustration of the utility of this model-theoretic characterization of
Σ
∼

1
1 we shall use it to show that for each x ∈ WO, WO<x is ∆

∼
1
1: Notice that

ω-models of T0 correctly compute “x, y ∈ WO and αy < αx” in the following
sense: If x, y ∈ WO and αy < αx and M is an ω-model of T0 which contains x
and y, then M |= “x, y ∈ WO and αy < αx”. (By downward absoluteness M
satisfies that x, y ∈ WO and hence that αy and αx are defined. Furthermore,
since M is an ω-model it correctly computes the ordering of αx and αy.) If
x ∈ WO and M is an ω-model of T0 which satisfies “x, y ∈ WO and αy < αx”
then y ∈ WO and αy < αx. (The point is that M satisfies that there is an
order-preserving map f : Ey → Ex and, since ω-models are correct about
such maps and since Ex is truly well-founded, it follows that y ∈ WO and
αy < αx). So, for x ∈ WO,

WO<x = {y ∈ ωω | there is a real coding an ω-model M such that

x, y ∈M and M |= T0 + “x, y ∈ WO and αy < αx”}

= {y ∈ ωω | for all reals coding ω-models M if x, y ∈M

and M |= T0 then M |= “x, y ∈ WO and αy < αx”}.

Thus, for x ∈ WO, WO<x is ∆
∼

1
1 and hence Borel.

Lemma 2.10 (Σ
∼

1
1-Boundedness)(Luzin-Sierpiński). Assume ZF+ACω(R).

Suppose X ⊆ WO and X is Σ∼
1
1. Then there exists an α < ω1 such that

X ⊆ WO<α.

Proof. Assume toward a contradiction that X is unbounded. Then

y ∈ WO iff there is a x ∈ X such that αy < αx

since for x ∈ X ⊆ WO, ω-models of T0 correctly compute αy < αx. By the
above remark, we can rewrite this as

y ∈ WO iff there is a x ∈ X and there is an ω-model M such that

x, y ∈M and M |= T0 + “x, y ∈ WO and αy < αx”.

Thus, WO is Σ∼
1
1, which contradicts the fact that WO is a complete Π∼

1
1 set.

(Without appealing to the fact that WO is a complete Π
∼

1
1 set we can arrive at
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a contradiction (making free use of AC) as follows: Let z ∈ ωω be such that
both X and WO are Σ1

1(z). Let α be such that Vα |= T0 and choose Y ≺ Vα
such that Y is countable and z ∈ Y . Let N be the transitive collapse of Y .
By correctness, X ∩ N = XN . Choose a uniform ultrafilter U ⊆ P(ω1)

N

such that if
j : N → Ult(N,U)

is the associated embedding then crit(j) = ωN1 and j(ωN1 ) is not well-founded.
(To obtain such an ultrafilter build a generic for (P(ω1)/countable)N . See
Lemma 22.20 of [1].) Since Ult(N,U) is an ω-model of T0 it correctly com-
putes WO. It follows that (WO)Ult(N,U) ⊆ WO, which in turn contradicts the

fact that ω
Ult(N,U)
1 is not well-founded.)

Lemma 2.11 (Basic Coding) (Solovay). Assume ZF + AD. Suppose Z ⊆
WO × ωω. Then there exists a Σ

∼
1
2 set Z∗ such that

(1) Z∗ ⊆ Z and

(2) for all α < ω1, Z
∗ ∩ (WOα × ωω) 6= ∅ iff Z ∩ (WOα × ωω) 6= ∅.

Moreover, there is such a Z∗ which is of the form X ∩ (WO × ωω) where

X ⊆ ωω × ωω is Σ∼
1
1.

Proof. Here is the picture:

WO

ωω

Z

The space WO × ωω is sliced into sections WOα × ωω for α < ω1. Z is
represented by the unshaded ellipse and Z∗ is represented by the shaded
region. Basic Coding says that whenever Z meets one of the sections so does
Z∗. In such a situation we say that Z∗ is a selector for Z.

To see that Z∗ exists, consider the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where II wins iff whenever x ∈ WO then y codes a countable set Y such that
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(1) Y ⊆ Z and

(2) for all α 6 αx, Y ∩ (WOα × ωω) 6= ∅ iff Z ∩ (WOα × ωω) 6= ∅.

The idea is that Player I challenges by playing a countable ordinal αx and
Player II meets this challenge provided he can play (a code for a) a selector
Y for Z ∩ (WO6αx × ωω).

Claim. There can be no winning strategy for Player I in this game.

Proof. Suppose σ is a winning strategy for I. As the play unfolds, Player I
can attempt to increase αx as Player II’s play is revealed. However, Player
II can anticipate all such attempts as follows: The set

X = {(σ∗y)I | y ∈ ωω}

is Σ1
1(σ) and, since σ is winning for I, X ⊆ WO. So, by Σ

∼
1
1-boundedness,

there is an β < ω1 such that X ⊆ WO<β. Since we have ACω(R) (by
Theorem 2.2), we can choose a countable set Y ⊆ Z such that for all α < β,
Y ∩ (WOα × ωω) 6= ∅ iff Z ∩ (WOα × ωω) 6= ∅. Let y code Y and play y
against σ. The resulting play σ∗y is a win for II, which is a contradiction.

Thus II has a winning strategy τ . For x ∈ WO, let Y x be the countable
subset of Z coded by (x∗τ)II. Then

Z∗ =
⋃

{Y x | x ∈ WO}

is Σ1
2(τ) and such that

(1) Z∗ ⊆ Z,

(2) for all α < ω1, Z
∗ ∩ (WOα × ωω) 6= ∅ iff Z ∩ (WOα × ωω) 6= ∅.

Hence Z∗ is as desired.
To see that we can choose Z∗ to be of the form X ∩ (WO × ωω) where

X ⊆ ωω × ωω is Σ∼
1
1, let

X = {(a, b) | there is an ω-model M

such that a, b, τ ∈M and M |= T0 + (a, b) ∈ Z∗∗}

where
Z∗∗ =

⋃

{Y x ∩ (WOαx × ωω) | x ∈ WO}.

This set is Σ1
1(τ). The trouble is that although for a ∈ WO such models M

are correct about (a, b) ∈ Z∗∗, M might think a ∈ WO when a /∈ WO. To
overcome this difficulty we pare down, letting Z∗ = X ∩ (WO × ωω).
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2.3. Measurability

Theorem 2.12 (Solovay). Assume ZF + AD. Then the club filter is an

ω1-complete ultrafilter on ω1.

Proof. The ultrafilter on ω1 will be extracted from a game. As motivation,
for the moment work in ZFC. For S ⊆ ω1, consider the game

I α0 α1 α2 . . .
II β0 β1 . . .

where we demand that α0 < β0 < α1 < · · · < ω1 and where the first player
that fails to meet this demand loses and if both players meet the demand
then I wins provided supi<ω αi ∈ S.

We claim that I wins this game for S if and only if S contains a club in
ω1. Suppose first that S contains a club C. Let σ be a strategy for I which
chooses an element of C larger than the last ordinal played by II. This is a
winning strategy for I. For if II meets the first condition then the ordinals
played form an increasing sequence. The even elements of this sequence are
in C and hence the supremum of the sequence is in C (since C is club) and
hence in S. Thus σ is a winning strategy for I. Suppose next that I have
a winning strategy σ. Let C be the set of limit ordinals γ < ω1 with the
feature that for every i < ω and for every increasing sequence ξ0, . . . , ξ2i of
ordinals less than γ, the response σ(〈ξ0, . . . , ξ2i〉) is also less than γ. Let C ′

be the limit points of C. Since ω1 is regular it follows that C and C ′ are club
in ω1. Now suppose γ ∈ C ′. Let 〈γi | i < ω〉 be an increasing sequences of
ordinals in C which is cofinal in γ and such that γ0 is greater than I’s first
move via σ. The key point is that this sequence is a legal play for II. Player
II has “taken control” of the game. Now, since σ is a winning strategy for I
it follows that the supremum, γ, is in S. Thus, S contains the club C ′. So,
if we had determinacy (which of course is impossible in ZFC) we would have
an ultrafilter on ω1.

Now return to ZF + AD. We want to mimic the above game via a game
where each player plays natural numbers. This can be done since in an integer
game each player ultimately plays a real x that can be regarded as coding ω-
many reals (x)i each of which (potentially) codes a countable ordinal. More
precisely, for S ⊆ ω1, let G(S) be the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .
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with the following rules: Rule 1: For all i < ω, (x)i, (y)i ∈ WO. If Rule 1 is
violated then, letting i be least such that either (x)i 6∈ WO or (y)i 6∈ WO, I
wins if (x)i ∈ WO; otherwise II wins. Now suppose Rule 1 is satisfied. Rule
2: α(x)0 < α(y)0 < α(x)1 < α(y)1 · · · . The first failure defines who wins as
above. If both rules are satisfied then I wins if and only if supi<ω α(x)i

∈ S.
Now let

µ = {S ⊆ ω1 | I wins G(S)}.

We claim that if I has a winning strategy in G(S) then S contains a club:
Let σ be a winning strategy for I. For α < ω1, let

Xα =
{

((σ∗y)I)n | n < ω, y ∈ ωω, and

∀i < n
(

(y)i ∈ WO and α(y)i
< α

)}

.

Notice that each Xα ⊆ WO (since Xα is Σ
∼

1
1 (in σ and the code for α) and

σ is a winning strategy) and so by Σ∼
1
1-boundedness, there exists an α′ such

that Xα ⊆ WO<α′ . Let f : ω1 → ω1 be the function which given α chooses
the least α′ such that Xα ⊆ WO<α′. As before let C be the set of limit
ordinals γ < ω1 with the feature that for every ξ < γ, f(ξ) < γ. Let C ′ be
the limit points of C. Since ω1 is regular (by Corollary 2.3) it follows that C
and C ′ are club in ω1. Now suppose γ ∈ C ′. Let 〈γi | i < ω〉 be an increasing
sequences of ordinals in C which is cofinal in γ. Let y ∈ ωω be such that for
all i < ω, α(y)i

= γi. We claim that playing y against σ witnesses that γ ∈ S.
It suffices to show that y is legal with respect to the two rules. For then the
supremum, γ, must be in S since σ is a winning strategy for I. Now the first
rule is trivially satisfied since we chose y such that for all i < ω, (y)i ∈ WO.
To see that the second rule is satisfied we need to see that for each i < ω,
α((σ∗y)I )i

< γi. This follows from the fact that Xγi
⊆ WO<γi

. Again, Player
II has “taken control” of the game.

A similar argument shows that if II has a winning strategy in G(S) then
ω1 rS contains a club. Thus the club filter on ω1 is an ultrafilter and so µ is
that ultrafilter. Finally, the fact that µ is ω1-complete follows from Theorem
2.8.

We now wish to show that under AD the club filter is normal. This was
proved by Solovay, using DC. We shall give a proof that avoids appeal to
DC and generalizes to larger ordinals.

Theorem 2.13. Assume ZF + AD. Then the club filter is an ω1-complete

normal ultrafilter on ω1.
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Proof. For S ⊆ ω1 let G(S) be the game from the previous proof and let
µ be as defined there. We know that µ is the club filter. To motivate the
proof of normality we give a proof of ω1-completeness that will generalize
to produce normal ultrafilters on ordinals larger than ω1. This is merely for
illustration—the proof uses DC but this will be eliminated in Claim 2.

Claim 1. µ is ω1-complete.

Proof. Suppose Sj ∈ µ for j < ω. We have to show that S =
⋂

j<ω Sj ∈ µ.
Let σj be a winning strategy for I in G(Sj). Assume toward a contradiction
that S /∈ µ—that is, that I does not win G(S)—and let σ be a winning
strategy for I in G(ω1 r S). Our strategy is to build a play y that is legal
for II against each σj and against σ. This will give us our contradiction by
implying that supi<ω α(y)i

is in each Sj but not in S.
We build zn = (y)n by recursion on n using the foresight provided by

Σ∼
1
1-boundedness. For the initial step we use Σ∼

1
1-boundedness to get β0 < ω1

such that for all j < ω and for all y ∈ ωω

α((σj∗y)I)0 < β0 and α((σ∗y)I)0 < β0.

Choose z0 ∈ WOβ0. For the (n + 1)st step we use Σ∼
1
1-boundedness to get

βn+1 < ω1 such that βn < βn+1 and for all j < ω and for all y ∈ ωω, if
(y)i = zi for all i 6 n, then

α((σj∗y)I)n+1 < βn+1 and α((σ∗y)I)n+1 < βn+1.

Choose zn+1 ∈ WOβn+1. Finally, let y be such that for all n < ω, (y)n = zn.
The play y is legal for II against each σj and σ, which is a contradiction.

Claim 2. µ is normal.

Proof. Assume toward a contradiction that f : ω1 → ω1 is regressive and
that there is no α < ω1 such that {ξ < ω1 | f(ξ) = α} ∈ µ or, equivalently
(by AD), that for all α < ω1,

Sα = {ξ < ω1 | f(ξ) 6= α} ∈ µ.

Our strategy is to recursively define

(1.1) an increasing sequence 〈ηi | i < ω〉 of countable ordinals with supre-
mum η,
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(1.2) a sequence of collections of strategies 〈Xi | i < ω〉 where Xi contains
winning strategies for I in games G(Sα) for α ∈ [ηi−1, ηi), where
η−1 = 0, and

(1.3) a sequence 〈yi | i < ω〉 of plays such that yi is legal for II against
any σ ∈ Xi and supj<ω α(yi)j

= η.

Since each σ ∈ Xi is a winning strategy for I, yi will witness that η ∈ Sα for
each α ∈ [ηi−1, ηi), i.e. yi will witness that f(η) 6= α for each α ∈ [ηi−1, ηi).
Thus collectively the yi will guarantee that f(η) 6= α for any α < η, which
contradicts our assumption that f(η) < η.

We begin by letting

Z = {(x, σ) | x ∈ WO and σ is a winning strategy for I in G(Sαx)}.

By the Basic Coding Lemma, there is a Z∗ ⊆ Z such that

(2.1) for all α < ω1, Z
∗ ∩ (WOα × ωω) 6= ∅ iff Z ∩ (WOα × ωω) 6= ∅

(2.2) Z∗ = X ∩ (WO × ωω) where X is Σ∼
1
1.

The key point is that for each α < ω1,

X ∩ (WO6α × ωω)

is Σ∼
1
1 since WO6α is Borel. Thus, we can apply Σ∼

1
1-boundedness to these

sets.
The difficulty is that to construct the sequence 〈yi | i < ω〉 we shall need

DC. For this reason we drop down to a context where we have DC and run
the argument there.

Let t be a real such that X is Σ1
1(t). By absoluteness, for each α < ω

L[t,f ]
1 ,

there exists an (x, σ) ∈ Z∗ ∩ L[t, f ] such that α = αx and σ is a winning

strategy for Player I in G(S
L[t,f ]
α ) where

SL[t,f ]
α = {η < ω

L[t,f ]
1 | f(η) 6= α}.

For the remainder of the proof we work in L[t, f ] and interpret Sα and X via
their definitions, simply writing Sα and X.
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For the first step let

η0 = some ordinal η such that η < ω1

X0 = proj2
(

X ∩ (WO[0,η0) × ωω)
)

Y0 =
{

((σ∗y)I)0 | σ ∈ X0 ∧ y ∈ ωω
}

z0 = some real z such that Y0 ⊆ WO<αz .

So X0 is a collection of strategies for games G(Sα) where α < η0. Since these
strategies are winning for I the set Y0 is contained in WO. Furthermore, Y0

is Σ∼
1
1 and hence has a bound αz0. For the next step let

η1 = some ordinal η such that η0, αz0 < η < ω1

X1 = proj2
(

X ∩ (WO[η0,η1) × ωω)
)

Y1 =
{

((σ∗y)I)1 | σ ∈ X0, y ∈ ωω such that (y)0 = z0
}

∪
{

((σ∗y)I)0 | σ ∈ X1, y ∈ ωω
}

z1 = some real z such that Y1 ⊆ WO<αz .

For the (n + 1)st step let

ηn+1 = some ordinal η such that ηn, αzn < η < ω1

Xn+1 = proj2
(

X ∩ (WO[ηn,ηn+1) × ωω)
)

Yn+1 =
{

((σ∗y)I)n+1 | σ ∈ X0, y ∈ ωω such that ∀i 6 n (y)i = zi
}

∪
{

((σ∗y)I)n | σ ∈ X1, y ∈ ωω such that ∀i 6 n− 1 (y)i = zi+1

}

...

∪
{

((σ∗y)I)0 | σ ∈ Xn+1, y ∈ ωω
}

zn+1 = some real z such that Yn+1 ⊆ WO<αz .

Finally, for each k < ω, let yk be such that (yk)i = zi+k for all i < ω. Since
each of these reals contains a tail of the zi’s, if η = supn<ω ηn, then

sup
i<ω

(α(yk)i
) = η

for all k < ω. Furthermore, yk is a legal play for II against any σ ∈ Xk, as
witnessed by the (k + 1)st components of Yn for n > k. Since each σ ∈ Xk

is a winning strategy for I, yk witnesses that η ∈ Sα for α ∈ [ηk−1, ηk), i.e.
that f(η) 6= α for any α ∈ [ηk−1, ηk). Thus, collectively the yk guarantee that
f(η) 6= α for any α < η, which contradicts the fact that f(η) < η.
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This completes the proof of the theorem.

It should be noted that using DC normality can be proved without using
Basic Coding since in place of the sequence 〈Xi | i ∈ ω〉 one can use DC
to construct a sequence 〈σα | α < η〉 of strategies. This, however, relies on
the fact that η is countable. Our reason for giving the proof in terms of
Basic Coding is that it illustrates in miniature how we will obtain normal
ultrafilters on ordinals much larger than ω1.

Corollary 2.14 (Solovay). Assume ZF + AD. Then

HOD |= ωV1 is a measurable cardinal.

Proof. We have that

HOD |= µ ∩ HOD is a normal ultrafilter on ωV1 ,

since µ ∩ HOD ∈ HOD (as µ is OD and OD is OD).

Thus, if ZF + AD is consistent, then ZFC + “There is a measurable
cardinal” is consistent.

There is also an effective version of Solovay’s theorem, which we shall
need.

Theorem 2.15. Assume ZFC + OD-determinacy. Then

HOD |= ωV1 is a measurable cardinal.

Proof. If S is OD then the game G(S) is OD and hence determined. It
follows (by the above proof) that if I has a winning strategy in G(S) then S
contains a club and if II has a winning strategy in G(S) then ω1 rS contains
a club. Thus,

V |= µ ∩ HOD is an ultrafilter on HOD

and so
HOD |= µ ∩ HOD is an ultrafilter.

Similarly the proof of Claim 1 in Theorem 2.13 shows that

V |= µ ∩ HOD is ω1-complete

and so
HOD |= µ ∩ HOD is ω1-complete,

which completes the proof.
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2.4. The Least Stable

We now take the next step in generalizing the above result. For this purpose
it is useful to think of ω1 in slightly different terms: Recall the following
definition:

δ
∼

1
1 = sup{α | there is a ∆∼

1
1-surjection π : ωω → α}.

It is a classical result that ω1 = δ
∼

1
1. Now consider the following higher-order

analogue of δ
∼

1
1:

δ
∼

2
1 = sup{α | there is a ∆∼

2
1-surjection π : ωω → α}.

In this section we will work without determinacy and establish the basic
features of this ordinal in the context of L(R). In the next section we will
solve for U in the equation

δ
∼

1
1

WO
=
δ
∼

2
1

U

in such a way that U is accompanied by the appropriate boundedness and
coding theorems required to generalize Solovay’s proof to show that ZF +
DC + ADL(R) implies that (δ

∼

2
1)L(R) is a measurable cardinal in HODL(R).

The following model-theoretic characterization of the pointclass Σ
∼

2
1 will

be useful in complexity calculations: A ⊆ ωω is Σ∼
2
1 iff for some formula ϕ

and some real z ∈ ωω,

A = {y ∈ ωω | there is a transitive set M such that

(a) ωω ⊆M,

(b) there is a surjection π : ωω → M, and

(c) M |= T0 + ϕ[y, z]}

As before, theories much weaker than T0 yield an equivalent definition and
our choice of T0 is simply one of convenience. The lightface version Σ2

1 is
defined similarly by omitting the parameter z.

We wish to study δ
∼

2
1 in the context of L(R). In the interest of keeping

our account self-contained and free of fine-structure we will give a brief in-
troduction to the basic features of L(R) under the stratification Lα(R) for
α ∈ On. For credits and references see [2].

Definability issues will be central. Officially our language is the language
of set theory with an additional constant Ṙ which is always to be interpreted
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as R. For a set M such that X ∪ {R} ⊆ M , let Σn(M,X) be the collection
of sets definable over M via a Σn-formula with parameters in X ∪ {R}. For
example, x is Σ1(L(R), X) iff x is Σ1-definable over L(R) with parameters
from X∪{R}. It is important to note that the parameter R is always allowed
in our definability calculations. To emphasize this we will usually make it
explicit.

The basic features of L carry over to L(R), one minor difference being
that R is allowed as a parameter in all definability calculations. For example,
for each limit ordinal λ, the sequence 〈Lα(R) | α < λ〉 is Σ1(Lλ(R), {R}).

For X ∪ {R} ⊆ M ⊆ N , let M ≺X
n N mean that for all parameter

sequences ~a ∈ (X ∪ {R})<ω and for all Σn-formulas ϕ, M |= ϕ[~a] iff N |=
ϕ[~a]. Let M ≺n N be short for M ≺M

n N .

2.16 Definition. The least stable in L(R), δR, is the least ordinal δ such
that

Lδ(R) ≺
R∪{R}
1 L(R).

A related ordinal of particular importance is δF , the least ordinal δ such that

Lδ(R) ≺1 L(R).

We aim to show that (δ
∼

2
1)
L(R) = δR = δF . For notational convenience we

write δ
∼

2
1 for (δ

∼

2
1)
L(R) and Θ for ΘL(R).

The definability notions involved in the previous definition also have use-
ful model-theoretic characterizations, which we will routinely employ. For
example, A ⊆ ωω is Σ1-definable over L(R) with parameters from R ∪ {R}
iff there is a formula ϕ and a z ∈ ωω,

A = {y ∈ ωω | ∃α ∈ On such that

(a) Lα(R) |= T0 and

(b) Lα(R) |= ϕ[y, z,R]}.

Again, theories weaker than T0 (such as ZFN for sufficiently large N) suffice.
The existence of arbitrarily large levels Lα(R) satisfying T0 will be proved
below in Lemma 2.22.

Lemma 2.17. Assume ZF + ACω(R) + V=L(R). Suppose

X =
{

x ∈ Lλ(R) | x is definable over Lλ(R)

from parameters in R ∪ {R}
}

,

where λ is a limit ordinal. Then X ≺ Lλ(R).
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Proof. It suffices (by the Tarski-Vaught criterion) to show that if A is a non-
empty set which is definable over Lλ(R) from parameters in R ∪ {R}, then
A ∩X 6= ∅. Let A be such a non-empty set and choose x0 ∈ A. Since every
set in Lλ(R) is definable over Lλ(R) from a real and an ordinal parameter,

{x0} = {x ∈ Lλ(R) | Lλ(R) |= ϕ0[x, c0, α0,R]}

for some formula ϕ0, and parameters c0 ∈ ωω and α0 ∈ On. Let α1 be least
such that there is exactly one element x such that Lλ(R) |= ϕ0[x, c0, α1,R]
and x ∈ A. Notice that α1 is definable in Lλ(R) from c0 and the real param-
eter used in the definition of A. Thus, letting x1 be the unique element such
that Lλ(R) |= ϕ0[x1, c0, α1,R] we have a set which is in A (by the definition
of x1) and in X (since it is definable in Lλ(R) from c0 and the real parameter
used in the definition of A.)

Lemma 2.18. Assume ZF + ACω(R) + V=L(R). For each α < Θ, there is

an OD surjection π : ωω → α.

Proof. Fix α < Θ. Since every set in L(R) is ODx for some x ∈ ωω there is
an ODx surjection π : ωω → α. For each x ∈ ωω, let πx be the <ODx-least
such surjection if one exists and let it be undefined otherwise. We can now
“average over the reals” to eliminate the dependence on real parameters,
letting

π : ωω → α

x 7→

{

π(x)0((x)1) if π(x)0 is defined

0 otherwise.

This is an OD surjection.

Lemma 2.19 (Solovay). Assume ZF + ACω(R) + V=L(R) . Then Θ is

regular in L(R).

Proof. By the proof of the previous lemma, there is an OD sequence

〈πα | α < Θ〉

such that each πα : ωω → α is an OD surjection. Assume for contradiction
that Θ is singular. Let

f : α → Θ
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be a cofinal map witnessing the singularity of Θ. Let g : ωω → α be a
surjection. It follows that the map

π : ωω → Θ

x 7→ πf◦g((x)0)((x)1)

is a surjection, which contradicts the definition of Θ.

Lemma 2.20. Assume ZF + ACω(R) + V=L(R). Then

LΘ(R) = {x ∈ L(R) | there is a surjection π : ωω → tc(x)}.

Thus, P(R) ⊆ LΘ(R).

Proof. For the first direction suppose x ∈ LΘ(R). Let λ < Θ be a limit
ordinal such that x ∈ Lλ(R). Thus tc(x) ⊆ Lλ(R). Moreover, there is a
surjection π : ωω → Lλ(R), since every element of Lλ(R) is definable from
an ordinal and real parameters.

For the second direction suppose x ∈ L(R) and that there is a surjection
π : ωω → tc(x). We wish to show that x ∈ LΘ(R). Let λ be a limit ordinal
such that x ∈ Lλ(R). Thus tc(x) ⊆ Lλ(R). Let

X =
{

y ∈ Lλ(R) | y is definable over Lλ(R)

from parameters in tc(x) ∪ R ∪ {R}
}

,

By the proof of Lemma 2.17, X ≺ Lλ(R) and tc(x) ⊆ X. By Condensation,
the transitive collapse of X is Lλ̄(R) for some λ̄. Since there is a surjection
π : ωω → tc(x) and since all members of Lλ̄(R) are definable from parameters
in tc(x)∪R∪{R}, there is a surjection ρ : ωω → Lλ̄(R). So λ̄ < Θ and since
x ∈ Lλ̄(R) this completes the proof.

Lemma 2.21. Assume ZF + ACω(R) + V=L(R). Then

LΘ(R) |= T0.

Proof. It is straightforward to see that LΘ(R) satisfies T0 − Separation −
Replacement.

To see that LΘ(R) |= Separation note that if S ⊆ x ∈ LΘ(R) then
S ∈ LΘ(R), by Lemma 2.20. To see that LΘ(R) |= Replacement we ver-
ify Collection, which is equivalent to Replacement, over the other axioms.
Suppose

LΘ(R) |= ∀x ∈ a ∃y ϕ(x, y),
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where a ∈ LΘ(R). Let

f : a 7→ Θ

x→ µα (∃y ∈ Lα(R) such that LΘ(R) |= ϕ(x, y)).

The ordertype of ran(f) is less that Θ since otherwise there would be a
surjection π : ωω → Θ (since there is a surjection π : ωω → a). Moreover,
since Θ is regular, it follows that ran(f) is bounded by some λ < Θ. Thus,

LΘ(R) |= ∀x ∈ a ∃y ∈ Lλ(R)ϕ(x, y),

which completes the proof.

Lemma 2.22. Assume ZF+ACω(R)+V=L(R). There are arbitrarily large

α such that Lα(R) |= T0.

Proof. The proof is similar to the previous proof. Let us say that α is an
R-cardinal if for every γ < α there does not exist a surjection π : R×γ → α.
For each limit ordinal γ ∈ On, letting

Θ(γ) = sup{α | there is a surjection π : R × γ → α}

we have that Θ(γ) is an R-cardinal. For each γ which is closed under the
Gödel pairing function, the argument of Lemma 2.19 shows that Θ(γ) is
regular. The proof of the previous lemma generalizes to show that for every
regular Θ(γ), LΘ(γ)(R) |= T0.

Lemma 2.23 (Solovay). Assume ZF+ACω(R)+V=L(R). LΘ(R) ≺1 L(R).

Proof. Suppose
L(R) |= ϕ[a],

where a ∈ LΘ(R) and ϕ is Σ1. By Reflection, let λ be a limit ordinal such
that

Lλ(R) |= ϕ[a].

Let

X =
{

y ∈ Lλ(R) | y is definable over Lλ(R)

from parameters in tc(a) ∪ R ∪ {R}
}

,

By Condensation and Lemma 2.20, the transitive collapse of X is Lλ̄(R) for
some λ̄ < Θ. Thus, by upward absoluteness,

LΘ(R) |= ϕ[a].
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Lemma 2.24. Assume ZF+ACω(R)+V=L(R). There are arbitrarily large

α < δF such that Lα(R) |= T0

Proof. Suppose ξ < δF . Since LΘ(R) |= T0,

L(R) |= ∃α > ξ (Lα(R) |= T0).

The formula is readily seen to be Σ1 with parameters in {R, ξ} by our model-
theoretic characterization. Thus, by the definition of δF ,

LδF (R) |= ∃α > ξ (Lα(R) |= T0),

which completes the proof.

Lemma 2.25. Assume ZF + ACω(R) + V=L(R). Suppose ϕ is a formula

and a ∈ ωω. Suppose λ is least such that Lλ(R) |= T0 + ϕ[a]. Let

X =
{

x ∈ Lλ(R) | y is definable over Lλ(R)

from parameters in R ∪ {R}
}

,

Then X = Lλ(R). Moreover, there is a surjection π : ωω → Lλ(R) such that

π is definable over Lλ+1(R) from R and a.

Proof. By Lemma 2.17 we have that X ≺ Lλ(R). By condensation the
transitive collapse of X is some Lλ̄(R). So Lλ̄(R) |= T0 + ϕ[a] and thus by
the minimality of λ we have λ̄ = λ. Since every x ∈ X is definable from
a real parameter and since Lλ(R) ∼= X, we have that every x ∈ Lλ(R) is
definable from a real parameter, in other words, X = Lλ(R). The desired
map π : ωω → Lλ(R) is the map which takes a real coding the Gödel number
of ϕ and a real parameter a to the set {x ∈ Lλ(R) | Lλ(R) |= ϕ[x, a]}. This
map is definable over Lλ+1(R).

Lemma 2.26. Assume ZF + ACω(R) + V=L(R). Suppose 0 < α < δR.

Then there is a surjection π : ωω → Lα(R) such that {(x, y) | π(x) ∈ π(y)}
is ∆

∼
2
1. Thus, δR 6 δ

∼

2
1.

Proof. Fix α such that 0 < α < δR. By the minimality of δR,

Lα(R) ⊀
R∪{R}
1 L(R).

So there is an a ∈ ωω and a Σ1-formula ϕ such that if β is the least ordinal
such that Lβ(R) |= ϕ[a] then β > α. Let γ be least such that γ > β > α
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and Lγ(R) |= T0 (which exists by Lemma 2.22). So γ is least such that
Lγ(R) |= T0 + ϕ[a] and, by Lemma 2.25, there is a surjection π : ωω →
Lγ(R) which is definable over Lγ+1(R) with the parameters R and a. Let
A = {(x, y) | π(x) ∈ π(y)}. Let ψ1 and ψ2 be the formulas defining A and
(ωω)2 rA over Lγ+1(R), respectively. By absoluteness,

(x, y) ∈ A iff there is a transitive set M such that

ωω ⊆M,

there is a surjection π : ωω →M, and

M |= T0 + ∃γ (Lγ(R) |= T0 + ϕ[a] and

Lγ+1(R) |= ψ1[x, y]).

This shows, by our model-theoretic characterization of Σ∼
2
1 that A is Σ∼

2
1. A

similar argument shows that (ωω)2 r A is Σ∼
2
1. Finally, the desired map can

be extracted from π.

We now use a universal Σ∼
2
1 set to knit together all of these “∆∼

2
1 projection

maps”.

Lemma 2.27. Assume ZF + ACω(R) + V=L(R). Then there is a partial

surjection ρ : ωω → LδR
(R) such that dom(ρ) and ρ are both Σ1-definable over

LδR
(R) with the parameter R. Thus, LδR

(R) ≺1 L(R) and hence δF 6 δR.

Proof. Let U be a Σ2
1 subset of ωω×ωω×ωω that is universal for Σ

∼
2
1 subsets

of ωω × ωω, that is, such that for each Σ∼
2
1 subset A ⊆ ωω × ωω there is an

x ∈ ωω such that A = Ux where by definition

Ux = {(y, z) ∈ ωω × ωω | (x, y, z) ∈ U}.

We define ρ using U . For the domain of ρ we take

dom(ρ) = {x ∈ ωω | ∃α ∈ On (Lα(R) |= T0 and

Lα(R) |= U(x)0 = (ωω × ωω) r U(x)1)}.

Notice that dom(ρ) is Σ1(L(R), {R}) and hence Σ1(LδR
(R), {R}). Notice also

that in general if Lα(R) |= T0 then

(U(x)0)Lα(R) ⊆ U(x)0

and thus, if in addition,

(U(x)0)Lα(R) = (ωω × ωω) r (U(x)1)Lα(R),



2. Basic Results 39

then,
(U(x)0)Lα(R) = U(x)0 .

We can now define ρ as follows: Suppose x ∈ dom(ρ). Let α(x) be the
least α as in the definition of dom(ρ). If there is an ordinal η and a surjection
π : ωω → Lη(R) such that

{(t1, t2) | π(t1) ∈ π(t2)} = (U(x)0)Lα(x)(R)

then let ρ(x) = π((x)2); otherwise let ρ(x) = ∅. Notice that the map ρ is
Σ1(L(R), {R}) and hence Σ1(LδR

(R), {R}). By Lemma 2.26, ρ : dom(ρ) →
LδR

(R) is a surjection.

For the last part of the proof recall that by definition LδR
(R) ≺

R∪{R}
1

L(R). The partial surjection ρ : ωω → LδR
(R) allows us to reduce arbitrary

parameters in LδR
(R) to parameters in ωω.

Theorem 2.28. Assume ZF + ACω(R) + V=L(R). δ
∼

2
1 = δR = δF .

Proof. We have δR 6 δ
∼

2
1 (by Lemma 2.26), δR 6 δF (by definition), and

δF 6 δR (by Lemma 2.27). It remains to show δ
∼

2
1 6 δR.

Suppose γ < δ
∼

2
1. We wish to show that γ < δR. Let π : ωω → α be a

surjection such that A = {(x, y) | π(x) < π(y)} is ∆∼
2
1. Using the notation

from the previous proof let x be such that

U(x)0 = A and U(x)1 = (ωω × ωω) r A.

There is an ordinal α such that Lα(R) |= T0 and

(U(x)0)Lα(R) = (ωω × ωω) r (U(x)1)Lα(R).

Since
LδR

(R) ≺
R∪{R}
1 L(R),

the least such ordinal, α(x), is less than δR. Thus,

(U(x)0)Lα(x)(R) = A.

Finally, since Lα(x)(R) |= T0, this model can compute the ordertype, γ, of A.
Thus, γ < α(x) < δR.

2.29 Remark. Although we will not need these facts it is worthwhile to note
that the above proofs show
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(1) (Σ
∼

2
1)
L(R) = Σ

∼1(Lδ
˜

2
1
(R)) ∩ P(ωω),

(2) (∆∼
2
1)
L(R) = Lδ

˜
2
1
(R) ∩ P(ωω), and

(3) (Solovay’s Basis Theorem) if L(R) |= ∃X ϕ(X) where ϕ is Σ
∼

2
1 then

L(R) |= ∃X ∈ ∆∼
2
1 ϕ(X).

2.5. Measurability of the Least Stable

We are now in a position to show that under ZF + DC + AD,

HODL(R) |= (δ
∼

2
1)
L(R) is a measurable cardinal.

This serves as a warm-up to Section 4, where we will show that under ZF +
DC + AD,

HODL(R) |= (δ
∼

2
1)
L(R) is λ-strong,

for each λ < ΘL(R), and, in fact, that

HODL(R) |= ΘL(R) is a Woodin cardinal.

The proof that we give in Section 4 will show that DC can be eliminated
from the result of the present section.

First we need an analogue U of WO that enables us to encode (unbound-
edly many) ordinals below δ

∼

2
1 and is accompanied by the boundedness and

coding theorems required to push the above proof through for δ
∼

2
1. The follow-

ing works: Let U be a Σ2
1 subset of ωω × ωω that is universal for Σ∼

2
1 subsets

of ωω. For y ∈ ωω we let Uy = {z ∈ ωω | (y, z) ∈ U}. For (y, z) ∈ U , let
Θ(y,z) be least such that

LΘ(y,z)
(R) |= T0 and (y, z) ∈ U

LΘ(y,z)
(R)
.

Let δ(y,z) = (δ
∼

2
1)
LΘ(y,z)

(R)
. These ordinals are the analogues of αx from the

proof that ω1 is measurable. For notational convenience we will routinely
use our recursive bijection from ωω×ωω to ωω to identify pairs of reals (y, z)
with single reals x = 〈y, z〉. Thus we will write Θx and δx instead of Θ(y,z)

and δ(y,z).

Lemma 2.30. Assume ZF+ACω(R)+V=L(R). {δx | x ∈ U} is unbounded

in δ
∼

2
1.



2. Basic Results 41

Proof. Let α < δ
∼

2
1. Let A be (the set of reals coding) a ∆

∼
2
1 prewellordering of

length greater than α. Let y, z ∈ ωω be such that Uy = A and Uz = ωω rA.
So L(R) |= “Uy = ωωrUz”. Since δ

∼

2
1 is the least stable, there is a β < δ

∼

2
1 such

that Lβ(R) |= “Uy = ωωrUz” and since (Uy)
Lβ(R) ⊆ A and (Uz)

Lβ(R) ⊆ ωωrA
we have that A = (Uy)

Lβ(R). Now, letting x ∈ U r ULβ(R) and γ < δ
∼

2
1 be

such that Lγ(R) |= “T0 + x ∈ U”, we have that α < δx since A ∈ Lγ(R) and
Lγ(R) can compute the ordertype of A.

In analogy with WO, for x ∈ U let Uδx = {y ∈ U | δy = δx}, U<δx = {y ∈
U | δy < δx} and so on.

Lemma 2.31 (∆∼
2
1-Boundedness) (Moschovakis). Assume ZF + ACω(R) +

V=L(R). Suppose X ⊆ U and X is ∆
∼

2
1. Then there exists an x ∈ U such

that such that X ⊆ U<δx .

Proof. Let y, z ∈ ωω be such that Uy = X and Uz = ωωrX. (Notice that we
are identifying X with the set of reals that recursively encodes it.) As above,
there is a β0 < δ

∼

2
1 such that X = (Uy)

Lβ0
(R). Choose γ such that β0 < γ < δ

∼

2
1

and Lγ(R) satisfies T0. Then for all z ∈ X, δz < γ. Now choose x ∈ U such
that δx > γ.

Lemma 2.32 (Coding) (Moschovakis). Assume ZF + AD. Suppose Z ⊆
U × ωω. Then there exists a Z∗ ⊆ Z such that for all x ∈ U

(i) Z∗ ∩ (Uδx × ωω) 6= ∅ iff Z ∩ (Uδx × ωω) 6= ∅

(ii) Z∗ ∩ (U6δx × ωω) is ∆∼
2
1.

This lemma will follow from the more general coding lemmas of the next
section. See Remark 3.6.

Theorem 2.33 (Moschovakis). Assume ZF + DC + AD. Then

L(R) |= There is a normal ultrafilter on δ
∼

2
1.

Proof. Work in L(R). The proof is virtually a carbon copy of the proof for ω1.
One just replaces δ

∼

1
1, WO, αx, and Σ∼

1
1 with δ

∼

2
1, U , δx, and ∆∼

2
1, respectively.

For completeness we include some of the details, noting the main changes.
For S ⊆ δ

∼

2
1, let G(S) be the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .
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with the following rules: Rule 1: For all i < ω, (x)i, (y)i ∈ U . If Rule 1
is violated then, letting i be least such that either (x)i 6∈ U or (y)i 6∈ U , I
wins if (x)i ∈ U ; otherwise II wins. Now suppose Rule 1 is satisfied. Rule 2:
δ(x)0 < δ(y)0 < δ(x)1 < δ(y)1 · · · . The first failure defines who wins as above.
If both rules are satisfied then I wins iff supi∈ω δ(x)i

∈ S.
Now let

µ = {S ⊆ δ
∼

2
1 | I wins G(S)}.

Notice that as before (using ∆∼
2
1-boundedness) if I has a winning strategy

in G(S) then S contains a set C which is unbounded and closed under ω-
sequences. The proof that U is an ultrafilter is exactly as before. To see that
it is δ

∼

2
1-complete and normal one uses the new versions of Boundedness and

Coding. We note the minor changes in the proof of normality.
Assume for contradiction that f : δ

∼

2
1 → δ

∼

2
1 and that there is no α < δ

∼

2
1

such that {ξ | f(ξ) = α} ∈ µ or, equivalently (by AD) that for all α < δ
∼

2
1,

Sα = {ξ | f(ξ) 6= α} ∈ µ.

Let 〈δα | α < δ
∼

2
1〉 enumerate 〈δx | x ∈ U〉. Here we are appealing to the fact

that δ
∼

2
1 is regular, which can be shown using the Coding Lemma (See [10,

p.433]). In analogy with WO, for α < β < δ
∼

2
1, let Uα = {x ∈ U | δx = δα},

U(α,β] = {x ∈ U | δα < δx 6 δβ} and likewise for other intervals. Let 6U be
the associated prewellordering.

As before, our strategy is to inductively define

(1.1) an increasing sequence 〈ηi | i < ω〉 of ordinals with supremum η,

(1.2) a sequence of collections of strategies 〈Xi | i < ω〉 where Xi contains
winning strategies for I in games G(Sα) for α ∈ [ηi−1, ηi), where
η−1 = 0, and

(1.3) a sequence 〈yi | i < ω〉 of plays such that yi is legal for II against
any σ ∈ Xi and supj<ω δ(yi)j

= η.

Thus the yi will collectively witness that f(η) 6= α for any α < η, which
contradicts our assumption that f(η) < η. The key difference is that in our
present case we need the Coding Lemma since there are too many games.
Let

Z = {(x, σ) | x ∈ U and σ is a winning strategy for I

in G(Sα) where α is such that δα = δx}

and, by our new Coding Lemma, let Z∗ ⊆ Z be such that for all α < δ
∼

2
1,
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(2.1) Z∗ ∩ (Uα × ωω) 6= ∅ iff Z ∩ (Uα × ωω) 6= ∅

(2.2) Z∗ ∩ (U6α × ωω) is ∆∼
2
1.

This puts us in a position to apply ∆∼
2
1-boundedness.

For the first step let

η0 = some ordinal η such that η < δ
∼

2
1

X0 = proj2
(

Z∗ ∩ (U[0,η0) × ωω)
)

Y0 =
{

((σ∗y)I)0 | σ ∈ X0 ∧ y ∈ ωω
}

z0 = some real z such that Y0 ⊆ U<δz .

So X0 is a collection of strategies for games G(Sα) where α < η0. Since these
strategies are winning for I the set Y0 is contained in U . Furthermore, Y0 is
∆∼

2
1 and hence has a bound δz0. For the induction step let

ηn+1 = some ordinal η such that ηn, δzn < η < δ
∼

2
1

Xn+1 = proj2
(

Z∗ ∩ (U[ηn,ηn+1) × ωω)
)

Yn+1 =
{

((σ∗y)I)n+1 | σ ∈ X0, y ∈ ωω such that ∀i 6 n (y)i = zi
}

∪
{

((σ∗y)I)n | σ ∈ X1, y ∈ ωω such that ∀i 6 n− 1 (y)i = zi+1

}

...

∪
{

((σ∗y)I)0 | σ ∈ Xn+1, y ∈ ωω
}

zn+1 = some real z such that Yn+1 ⊆ U<δz .

Finally, for k < ω, let yk be such that (yk)i = zi+k for all i < ω. Since each
of these reals contains a tail of the zi’s, if η = supn<ω ηn, then

sup
i<ω

(

δ(yk)i

)

= η

for all k < ω. Furthermore, yk is a legal play for II against any σ ∈ Xk, as
witnessed by the (k + 1)st components of Yn with n > k. Since each σ ∈ Xk

is a winning strategy for I, yk witnesses that η ∈ Sα for α ∈ [ηk−1, ηk), i.e.
that f(η) 6= α for any α ∈ [ηk−1, ηk). So collectively the yk guarantee that
f(η) 6= α for any α < η, which contradicts the fact that f(η) < η.

Corollary 2.34. Assume ZF + DC + AD. Then

HODL(R) |= (δ
∼

2
1)L(R) is a measurable cardinal.
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The above proof uses DC. However, as we shall see in Section 4.1 the
theorem can be proved in ZF + AD. See Lemma 4.7.

The coding lemma was used to enable II to “collect together” the relevant
strategies and then the ∆

∼
2
1-boundedness lemma was used to enable II to “take

control of the ordinal played” in all such games by devising a play that is legal
against all of the relevant strategies and (in each case) has the same fixed
ordinal as output. This technique is central in what follows. It is important
to note, however, that the above ultrafilter (and, more generally, ultrafilters
obtained by such a “sup” game) concentrates on points of cofinality ω. Later
we will use a slightly different game, where the role of the ∆∼

2
1-boundedness

lemma will be played by a certain reflection phenomenon. Before turning to
this we prove the coding lemmas we shall need.

3. Coding

In the Basic Coding Lemma we constructed selectors relative to WO; we now
do so relative to more general prewellorderings.

3.1. Coding Lemma

We begin by fixing some notation. For P ⊆ ωω, the notion of a Σ
∼

1
1(P ) set is

defined exactly like that of a Σ∼
1
1 set only now we allow reference to P and to

ωω r P . In model-theoretic terms, X ⊆ ωω is Σ∼
1
1(P ) iff there is a formula ϕ

and a real z such that

X =
{

y ∈ ωω | there is an ω-model M such that

y, z, P ∩M ∈M and M |= T0 + ϕ[y, z, P ∩M ]
}

.

The notion of a Σ
∼

1
1(P, P

′) set is defined in the same way, only now reference
to both P and P ′ and their complements is allowed. The lightface versions
of these notions and the versions involving P ⊆ (ωω)n are all defined in the
obvious way.

Let U (n)(P ) be a Σ1
1(P ) subset of (ωω)n+1 that is universal for Σ∼

1
1(P )

subsets of (ωω)n, that is, such that for each Σ∼
1
1(P ) set A ⊆ (ωω)n there is an

e ∈ ωω such that A = U
(n)
e (P ) = {y ∈ (ωω)n | (e, y) ∈ U (n)(P )}. We do this

in such a way that the same formula is used, so that the definition is uniform
in P . Likewise, for U (n)(P, P ′) etc. (The existence of such a universal set
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U (n)(P ) is guaranteed by the fact that the pointclass in question, namely,
Σ∼

1
1(P ), is ω-parameterized and closed under recursive substitution. See [10],

3E.4 on p. 160 and especially 3H.1 on p. 183. We further assume that the
universal sets are “good” in the sense of [10], p. 185 and we are justified in
doing so by [10], 3H.1. A particular component of this assumption is that
our universal sets satisfy the s-m-n-theorem (uniformly in P (or P and P ′)).
See Jackson’s chapter in this Handbook for further details.)

Theorem 3.1 (Recursion Theorem) (Kleene). Suppose f : ωω → ωω is

Σ
∼

1
1(P ). Then there is an e ∈ ωω such that

U (2)
e (P ) = U

(2)
f(e)(P ).

Proof. For a ∈ ωω, let

Ta = {(b, c) | (a, a, b, c) ∈ U (3)(P )}.

Let d : ωω → ωω be Σ1
1 such that Ta = U

(2)
d(a)(P ). (The function d comes

from the s-m-n-theorem. In fact, d(a) = s(a, a) (in the notation of Jackson’s
chapter) and d is continuous.) Let

Y = {(a, b, c) | (b, c) ∈ U
(2)
f(d(a))(P )}

and let a0 be such that Y = U
(3)
a0 (P ). Notice that Y is Σ∼

1
1(P ) using the

parameter for Y (as can readily be checked using the model-theoretic char-
acterization of Σ∼

1
1(P )). We have

(b, c) ∈ U
(2)
d(a0)(P ) iff (a0, a0, b, c) ∈ U (3)(P )

iff (a0, b, c) ∈ U (3)
a0

(P ) = Y

iff (b, c) ∈ U
(2)
f(d(a0))(P )

and so d(a0) is as desired.

Theorem 3.2 (Coding lemma) (Moschovakis). Assume ZF+AD. Suppose

X ⊆ ωω and π : X → On. Suppose Z ⊆ X × ωω. Then there is an e ∈ ωω

such that

(1) U
(2)
e (Q) ⊆ Z and

(2) for all a ∈ X, U
(2)
e (Q) ∩ (Qa × ωω) 6= ∅ iff Z ∩ (Qa × ωω) 6= ∅,
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where Q = {〈a, b〉 | π(a) 6 π(b)}.

Proof. Assume toward a contradiction that there is no such e. Consider the
set G of reals e for which (1) in the statement of the theorem is satisfied:

G =
{

e ∈ ωω | U (2)
e (Q) ⊆ Z

}

.

So, for each e ∈ G, (2) in the statement of the theorem fails for some a ∈ X.
Let αe be the least α such that (2) fails at the αth-section:

αe = min
{

α | ∃a ∈ X (π(a) = α ∧ U (2)
e (Q) ∩ (Qa × ωω) = ∅ ∧

Z ∩ (Qa × ωω) 6= ∅)
}

.

Now play the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where I wins if x ∈ G and either y 6∈ G or αx > αy. Notice that by our
assumption that there is no index e as in the statement of the theorem,
neither I nor II can win a round of this game by playing a selector. The
best they can do is play “partial” selectors. For a play e ∈ G, let us call
U

(2)
e (Q)∩ (Q<αe ×ωω) the partial selector played. Using this terminology we

can restate the winning conditions by saying that II wins either by ensuring
that I does not play a subset of Z or, failing this, by playing a partial selector
which is longer than that played by I.

We will arrive at a contradiction by showing that neither player can win
this game.

Claim 1. Player I does not have a winning strategy.

Proof. Suppose toward a contradiction that σ is a winning strategy for I. As
in the proof of the Basic Coding Lemma our strategy will be to “bound” all
of I’s plays and then use this bound to construct a play e∗ which defeats σ.

Since σ is a winning strategy,

U
(2)
(σ∗y)I

(Q) ⊆ Z

for all y ∈ ωω. Let eσ be such that

U (2)
eσ

(Q) =
⋃

y∈ωω U
(2)
(σ∗y)I

(Q).
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By assumption, U
(2)
eσ (Q) is not a selector. So αeσ exists. Since for all y ∈ ωω,

αeσ > α(σ∗y)I , we can take αeσ as our bound. Choose a ∈ X such that
π(a) = αeσ . Pick (x1, x2) ∈ Z ∩ (Qa × ωω). Let e∗ be such that

U
(2)
e∗ (Q) = U (2)

eσ
∪ {(x1, x2)}.

So e∗ ∈ G. But αeσ < αe∗ . In summary, we have that for all y ∈ ωω,
α(σ∗y)I 6 αeσ < αe∗ . Thus, by playing e∗, II defeats σ.

Claim 2. Player II does not have a winning strategy.

Proof. Assume toward a contradiction that τ is a winning strategy for II. We
shall show that τ yields a selector for Z; in other words, it yields an e∗ such
that

(1) U
(2)
e∗ (Q) ⊆ Z and

(2) for all a ∈ X, U
(2)
e∗ (Q) ∩ (Qa × ωω) 6= ∅ iff Z ∩ (Qa × ωω) 6= ∅.

Choose h0 : ωω ×X → ωω such that h0 is Σ1
1(Q) and for all e, a ∈ ωω,

U
(2)
h0(e,a)(Q) = U (2)

e (Q) ∩ (Q<a × ωω).

Thus, the set coded by h0(e, a) is the result of taking the initial segment
given by a of the set coded by e.

Q<a Qa

ωω

X

U
(2)
h0(e,a)(Q) U

(2)
e (Q)

Choose h1 : ωω → ωω such that h1 is Σ
∼

1
1(Q) and for all e ∈ ωω,

U
(2)
h1(e)

(Q) =
⋃

a∈X

(

U
(2)
(h0(e,a)∗τ)II

(Q) ∩ (Qa × ωω)
)

.

Thus, the set coded by h1(e) is the union of all “a-sections” of sets played
by II in response to “<a-initial segments” of the set coded by e.
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By the recursion theorem there is a fixed point for h1; that is, there is an
e∗ such that

U
(2)
e∗ (Q) = U

(2)
h1(e∗)(Q).

This set has the following closure property: if I plays an initial segment of it
then II responds with a subset of it. We shall see that e∗ ∈ G. Moreover, if
U

(2)
e∗ (Q) is not a selector then having I play the largest initial segment which is

a partial selector, II responds with a larger selector, which is a contradiction.
Thus, e∗ codes a selector. Here are the details.

Subclaim 1. e∗ ∈ G.

Proof. Suppose for contradiction that U
(2)
e∗ (Q) r Z 6= ∅. Choose (x1, x2) ∈

U
(2)
e∗ (Q) r Z with π(x1) minimal. So

(x1, x2) ∈ U
(2)
e∗ (Q) = U

(2)
h1(e∗)(Q)

=
⋃

a∈X

(

U
(2)
(h0(e∗,a)∗τ)II

(Q) ∩ (Qa × ωω)
)

.

Fix a ∈ X such that

(x1, x2) ∈ U
(2)
(h0(e∗,a)∗τ)II

(Q) ∩ (Qa × ωω).

The key point is that h0(e
∗, a) ∈ G since we chose (x1, x2) with π(x1) = π(a)

minimal. Thus, since τ is a winning strategy, (h0(e∗, a)∗τ)II ∈ G, and so
(x1, x2) ∈ Z, which is a contradiction.

Subclaim 2. αe∗ does not exist.

Proof. Suppose for contradiction that αe∗ exists. Let a ∈ X be such that
π(a) = αe∗ . Thus h0(e∗, a) ∈ G and αh0(e∗,a) = αe∗ . Since τ is a winning
strategy for II,

α(h0(e∗,a)∗τ)II > αh0(e∗,a) = αe∗ ,

which is impossible since

U
(2)
(h0(e∗,a)∗τ)II

(Q) ⊆ U
(2)
e∗ (Q).

Thus αe∗ does not exist.

Hence e∗ is the code for a selector.

This completes the proof of the Coding Lemma.
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3.2. Uniform Coding Lemma

We shall need a uniform version of the above theorem. The version we prove
is different than that which appears in the literature ([5]). We shall need the
following uniform version of the recursion theorem.

Theorem 3.3 (Uniform Recursion Theorem) (Kleene). Suppose f :
ωω → ωω is Σ∼

1
1. Then there is an e ∈ ωω such that for all P, P ′ ⊆ ωω,

U (2)
e (P, P ′) = U

(2)
f(e)(P, P

′).

Proof. The proof is the same as before. The key point is that the definition
of the fixed point d(a0) depends only on f and, of course, d, which is uniform
in P, P ′.

Theorem 3.4 (Uniform Coding Lemma)). Assume ZF + AD. Suppose

X ⊆ ωω and π : X → On. Suppose Z ⊆ X × ωω. Then there exists an

e ∈ ωω such that for all a ∈ X,

(1) U
(2)
e (Q<a, Qa) ⊆ Z ∩ (Qa × ωω) and

(2) U
(2)
e (Q<a, Qa) 6= ∅ iff Z ∩ (Qa × ωω) 6= ∅,

where Q<a = {b ∈ X | π(b) < π(a)} and Qa = {b ∈ X | π(b) = π(a)}.

Proof. Here is the picture:

Q<a Qa

ωω

X

U
(2)
e (Q<a, Qa)

Z

Think of e as providing a “rolling selector”. The unshaded ellipse, Z, is sliced
into sections Z ∩ (Qa×ωω). The Uniform Coding Lemma tells us that there

is a simple selector U
(2)
e (Q<a, Qa) for each of these sections which is uniform
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in the parameters Q<a, Qa; that is, there is a fixed e such that U
(2)
e (Q<a, Qa)

selects from Z ∩ (Qa × ωω), for all parameters Q<a, Qa.
Assume toward a contradiction that there is no such e. Consider the set

G of reals e for which (1) in the statement of the theorem is satisfied:

G =
{

e ∈ ωω | ∀a ∈ X
(

U (2)
e (Q<a, Qa) ⊆ Z ∩ (Qa × ωω)

)}

.

So, for each e ∈ G, (2) in the statement of the theorem fails for some a ∈ X.
Let αe be least such that (2) fails at the αe

th-section:

αe = min
{

α | ∃a ∈ X (π(a) = α ∧ U (2)
e (Q<a, Qa) = ∅ ∧

Z ∩ (Qa × ωω) 6= ∅)
}

.

Now play the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where I wins if x ∈ G and either y 6∈ G or αx > αy.

Claim 1. Player I does not have a winning strategy.

Proof. Suppose toward a contradiction that σ is a winning strategy for I. As
before our strategy is to “bound” all of I’s plays and then use this bound to
construct a play e∗ for II which defeats σ.

The proof is as before except that we have to take care to choose a
parameter eσ that works uniformly for all parameters Q<a, Qa: Choose eσ
such that for all P, P ′ ⊆ ωω,

U (2)
eσ

(P, P ′) =
⋃

y∈ωω U
(2)
(σ∗y)I

(P, P ′).

In particular, eσ is such that for all a ∈ X,

U (2)
eσ

(Q<a, Qa) =
⋃

y∈ωω U
(2)
(σ∗y)I

(Q<a, Qa).

Since σ is a winning strategy for I, (σ∗y)I ∈ G for all y ∈ ωω. Thus,

U (2)
eσ

(Q<a, Qa) ⊆ Z ∩ (Qa × ωω),

that is, eσ ∈ G. Notice that for all y ∈ ωω, α(σ∗y)I 6 αeσ . We have thus
“bounded” all of I’s plays. It remains to construct a defeating play e∗ for II.
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Choose a ∈ X such that π(a) = αeσ . So

U (2)
eσ

(Q<a, Qa) = ∅

and
Z ∩ (Qa × ωω) 6= ∅.

Pick (x1, x2) ∈ Z ∩ (Qa × ωω). Choose e∗ such that for all P, P ′ ⊆ ωω,

U
(2)
e∗ (P, P ′) =

{

U
(2)
eσ (P, P ′) if x1 6∈ P ′

U
(2)
eσ (P, P ′) ∪ {(x1, x2)} if x1 ∈ P ′.

In particular, e∗ is such that for all a′ ∈ X,

U
(2)
e∗ (Q<a′ , Qa′) =

{

U
(2)
eσ (Q<a′ , Qa′) if x1 6∈ Qa′

U
(2)
eσ (Q<a′ , Qa′) ∪ {(x1, x2)} if x1 ∈ Qa′ .

So e∗ ∈ G. But αeσ < αe∗ . In summary, we have that for all y ∈ ωω,
α(σ∗y)I 6 αeσ < αe∗ . Thus, by playing e∗, II defeats σ.

Claim 2. Player II does not have a winning strategy.

Proof. Assume toward a contradiction that τ is a winning strategy for II. We
seek e∗ such that

U
(2)
e∗ (Q<a, Qa) ⊆ Z ∩ (Qa × ωω) and

U
(2)
e∗ (Q<a, Qa) 6= ∅ iff Z ∩ (Qa × ωω) 6= ∅.

Choose h0 : ωω × ωω → ωω such that h0 is Σ1
1 and for all e, z ∈ ωω and

for all P, P ′ ⊆ ωω,

U
(2)
h0(e,z)(P, P

′) =

{

U
(2)
e (P, P ′) if z 6∈ P ∪ P ′

∅ if z ∈ P ∪ P ′.

In particular, for all a ∈ X,

U
(2)
h0(e,z)(Q<a, Qa) =

{

U
(2)
e (Q<a, Qa) if z 6∈ Q<a ∪Qa

∅ if z ∈ Q<a ∪Qa.
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Notice that for e ∈ ωω and z ∈ X, the set U
(2)
h0(e,z)(·, ·) is such that it agrees

with U
(2)
e (·, ·) for parameters Q<a, Qa where π(a) < π(z) and is empty for

parameters Q<a, Qa where π(a) > π(z).
Choose h1 : ωω → ωω such that h1 is Σ1

1(τ) and for all e ∈ ωω and for all
P, P ′ ⊆ ωω,

U
(2)
h1(e)

(P, P ′) =
⋃

z∈P ′ U
(2)
(h0(e,z)∗τ)II

(P, P ′).

In particular, for all a ∈ X,

U
(2)
h1(e)(Q<a, Qa) =

⋃

z∈Qa
U

(2)
(h0(e,z)∗τ)II

(Q<a, Qa).

The idea is roughly this: Fix e ∈ ωω and z ∈ Qa. U
(2)
h0(e,z)

(·, ·) is such that it

agrees with U
(2)
e (·, ·) for parameters Q<ā, Qā where π(ā) < π(a) and is empty

for parameters Q<ā, Qā where π(ā) > π(a). Think of this as a play for I. In
the case of interest, this play will be in G. And since τ is a winning strategy,
II’s response will be in G and when provided with parameters Q<a,Qa it
will select from the a-component. Uh1(e)(Q<a, Qa) is the union of these over
z ∈ Qa.

Let e∗ be a fixed point for h1, by Theorem 3.3.

Subclaim 1. e∗ ∈ G.

Proof. Suppose for contradiction that for some a ∈ X,

U
(2)
e∗ (Q<a, Qa) r (Z ∩ (Qa × ωω)) 6= ∅.

Let a∗ be an a where π(a) is least such that

U
(2)
e∗ (Q<a, Qa) r (Z ∩ (Qa × ωω)) 6= ∅.

Choose (x1, x2) ∈ U
(2)
e∗ (Q<a∗ , Qa∗) r (Z ∩ (Qa∗ × ωω)).

Qa∗

ωω

X

(x1, x2)

Z
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So

(x1, x2) ∈ U
(2)
e∗ (Q<a∗ , Qa∗) = U

(2)
h1(e∗)(Q<a∗ , Qa∗)

=
⋃

z∈Qa∗
U

(2)
(h0(e∗,z)∗τ)II

(Q<a∗ , Qa∗).

Fix z∗ ∈ Qa∗ such that

(x1, x2) ∈ U
(2)
(h0(e∗,z∗)∗τ)II

(Q<a∗ , Qa∗).

The key point is that h0(e∗, z∗) ∈ G: By the definition of h0, for all a ∈ X
and for all z ∈ ωω,

U
(2)
h0(e∗,z)(Q<a, Qa) =

{

U
(2)
e∗ (Q<a, Qa) if z 6∈ Q<a ∪Qa

∅ if z ∈ Q<a ∪Qa.

We have fixed z∗ ∈ Qa∗ . For this fixed value, allowing a to vary, we have (i)
z∗ 6∈ Q<a ∪Qa iff π(a) < π(a∗) and (ii) z∗ ∈ Q<a ∪Qa iff π(a) > π(a∗). So

U
(2)
h0(e∗,z∗)(Q<a, Qa) = U

(2)
e∗ (Q<a, Qa),

for all a such that π(a) < π(a∗) and

U
(2)
h0(e∗,z∗)(Q<a, Qa) = ∅,

for all a such that π(a) > π(a∗). Thus,

U
(2)
h0(e∗,z∗)(Q<a, Qa) ⊆ Z ∩ (Qa × ωω),

for all a ∈ X, i.e. h0(e
∗, z∗) ∈ G.

Now since τ is a winning strategy for II, (h0(e∗, z∗)∗τ)II ∈ G, which
means that (x1, x2) ∈ Z, a contradiction.

Subclaim 2. αe∗ does not exist.

Proof. Suppose not. Let a∗ ∈ X be such that π(a∗) = αe∗ , and choose
z∗ ∈ Qa∗ . Thus, h0(e∗, z∗) ∈ G, since e∗ ∈ G by Subclaim 1, and h0(e

∗, z∗) is
defined such that for all a ∈ X,

U
(2)
h0(e∗,z∗)(Q<a, Qa) =

{

U
(2)
e∗ (Q<a, Qa) if π(a) < π(a∗)

∅ if π(a) > π(a∗).
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So, αh0(e∗,z∗) = αe∗ . Since τ is a winning strategy for II,

α(h0(e∗,z∗)∗τ)II > αh0(e∗,z∗) = αe∗ ,

which is impossible since

U
(2)
(h0(e∗,z∗)∗τ)II

(Q<a, Qa) ⊆ U
(2)
e∗ (Q<a, Qa)

for all a ∈ X.

Thus, e∗ is the code for a uniform selector.

This completes the proof of the Uniform Coding Lemma.

3.5 Remark. The game in the above proof is definable from X, π, and Z
and no choice is required to show that it works. Thus, if these parameters
are OD, then ZF + OD-determinacy suffices for the proof.

3.6 Remark. The version of the Coding Lemma stated in Lemma 2.32 fol-
lows from the Uniform Coding Lemma: Take X = U and π : U → On given
by π(x) = δx. Then

Z∗ =
⋃

x∈U U
(2)
e (Q<δx , Qδx).

This gives (i). For (ii) note that

Z∗ ∩ (U6δx × ωω) =
⋃

y∈U6δx
U

(2)
e (Q<δy , Qδy),

which is ∆∼
2
1.

2 Open Question (Strong Coding Lemma). Suppose X ⊆ ωω and π :
X → On. Let 6X be the prewellordering associated with π. Suppose Z ⊆
X<ω is a tree. Then there exists a subtree Z∗ ⊆ Z such that

(1) Z∗ is Σ1
1(6X) and

(2) for all ~s ∈ (Z∗)<ω and for all a ∈ X, if there exists a t ∈ Qa such that
~s⌢t ∈ Z then there exists a t ∈ Qa such that ~s⌢t ∈ Z∗,

where Qa = {b ∈ X | π(b) = π(a)}.
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3.3. Applications

In this section we will bring together some basic results and key applications
of the above coding lemmas that will be of use later. It will be useful to do
things in a slightly more general fashion than is customary.

For a set X, let

ΘX = sup{α | there is an ODX surjection π : ωω → α}.

Lemma 3.7. Assume ZF and suppose X is a set. Then there is an ODX

sequence A = 〈Aα | α < ΘX〉 such that Aα is a prewellordering of the reals

of length α.

Proof. Let Aα be the <ODX
-least prewellordering of the reals of length α,

where <ODX
is the canonical ODX well-ordering of the ODX sets.

Lemma 3.8. Assume ZF and suppose X is a set. Suppose that every set is

ODX,y for some real y. Then Θ = ΘX.

Proof. Fix α < Θ. We have to show that there is an ODX surjection π : ωω →
α. There is certainly an ODX,y surjection for some y. For each y ∈ ωω, let
πy be the <ODX,y

-least such surjection if one exists and let it be undefined
otherwise. We can now “average over the reals” to eliminate the dependence
on real parameters, letting

π : ωω → α

y 7→

{

π(y)0((y)1) if π(y)0 is defined

0 otherwise.

This is an ODX surjection.

The following theorem is essentially due to Moschovakis. We are just
replacing AD with ODX-determinacy and the changes are straightforward.

Theorem 3.9. Assume ZF + ODX-determinacy, where X is a set. Then

HODX |= ΘX is strongly inaccessible.

Proof. First we show that ΘX is regular in HODX . By Lemma 3.7 there is
an ODX sequence

〈πα | α < ΘX〉
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where each πα : ωω → α is a surjection. Assume for contradiction that ΘX

is singular in HODX and let

f : η → ΘX

be an ODX cofinal map. Let g be an ODX surjection from ωω onto η. Then
the map

π : ωω → ΘX

x 7→ πf◦g((x)0)((x)1)

is an ODX surjection, which contradicts the definition of ΘX .
We now show that ΘX is a strong limit in HODX . For each η < ΘX , we

have to show that |P(η)|HODX < ΘX . For this it suffices to show that there
is an ODX surjection

π : ωω → P(η)HODX ,

since if |P(η)|HODX > ΘX then there would be an ODX surjection ρ :
P(η) → ΘX and so ρ ◦ π : ωω → ΘX would be an ODX surjection, which
contradicts the definition of ΘX .

Let πη : ωω → η be an ODX surjection and, for α < η, let Q<α and Qα

be the usual objects defined relative to πη. For e ∈ ωω, let

Se = {β < η | U (2)
e (Q<β, Qβ) 6= ∅}.

The key point is that since πη is ODX the game for the Uniform Coding
Lemma for Z =

⋃

{Qα×ωω | α ∈ S} is determined for each S ∈ P(η)HODX .
(See Remark 3.5.) Thus, every S ∈ P(η)HODX has the form Se for some
e ∈ ωω and hence

π : ωω → P(η)HODX

e 7→ Se

is a surjection. Moreover, π is ODX (since πη is ODX), which completes the
proof.

The above theorem has the following corollary. The first part also fol-
lows from early work of Friedman and Solovay. The second part is a simple
application of the Coding Lemma and Solovay’s Lemma 2.23.

Theorem 3.10. Assume ZF + AD + V=L(R). Then
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(1) HODL(R) |= Θ is strongly inaccessible and

(2) HODL(R) ∩ VΘ = HODLΘ(R).

Proof. (1) This follows immediately from Theorem 3.9 and Lemma 3.8.
(2) Since HODL(R) is Σ1-definable over L(R) (with the parameter R) and

since LΘ(R) ≺1 L(R) (by Lemma 2.23),

HODLΘ(R) = HODL(R) ∩ LΘ(R).

Thus, it suffices to show

HODL(R) ∩ VΘ = HODL(R) ∩ LΘ(R).

The right-to-left inclusion is immediate. For the left-to-right inclusion sup-
pose x ∈ HODL(R) ∩ VΘ. We have to show that x ∈ LΘ(R). Since Θ is
strongly inaccessible in HODL(R), x is coded by a set of ordinals A ⊆ α
where α < Θ. However, by the proof of Theorem 3.9, P(α) ∈ LΘ(R), for
each α < Θ. Thus, x ∈ LΘ(R), which completes the proof.

3 Open Question. Assume ZF + DC + V=L(R).

(1) Suppose that for every α < Θ there is a surjection π : ωω → P(α).
Must AD hold in L(R)?

(2) Suppose Θ is inaccessible. Must AD hold in L(R)?

Theorem 3.11 (Kunen). Assume ZF + DC + AD. Suppose λ < Θ and µ is

an ultrafilter on λ. Then µ is OD.

Proof. Let 6 be a prewellordering of ωω of length λ. Let π : ωω → P(λ) be
the surjection derived from 6 as in the above proof. For x ∈ ωω, let

Ax =
⋂

{π(y) | π(y) ∈ µ ∧ y 6T x}.

Since there are only countably many such y and AD implies that all ultrafil-
ters are countably complete (Theorem 2.8), Ax is non-empty. Let

f(x) =
⋂

Ax.

Notice that Ax and f(x) depend only on the Turing degree of x. In particular,
we can regard f as a function from the Turing degrees DT into the ordinals.
Notice also that

A ∈ µ iff for a cone of x, f(x) ∈ A
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since if B ∈ µ then, for any x >T x0 we have f(x) ∈ B, where x0 is such that
π(x0) = B. We can now “erase” reference to the prewellordering by taking
the ultrapower. Let µT be the cone ultrafilter on the Turing degrees (see
Theorem 2.9) and consider the ultrapower V DT /µT . By DC the ultrapower
is well-founded. So we can let M be the transitive collapse of V DT /µT and
let

j : V →M

be the canonical map. Letting γ be the ordinal represented by f , we have

B ∈ µ iff γ ∈ j(B)

and so µ is OD.

4. A Woodin Cardinal in HOD
L(R)

Our main aim in this section is to prove the following theorem:

Theorem 4.1. Assume ZF + DC + AD. Then

HODL(R) |= ZFC + ΘL(R) is a Woodin cardinal.

This will serve as a warm-up for the proof of the Generation Theorem in
the next section. The proof that we give appeals to DC at only one point
(Lemma 4.8) and as we shall see in the next section one can avoid this appeal
and prove the result in ZF + AD. See Theorem 5.36.

In §4.1 we will establish the reflection phenomenon that will play the role
played by boundedness in §2 and we will define for cofinally many λ < Θ,
an ultrafilter µλ on δ

∼

2
1 that is intended to witness that δ

∼

2
1 is λ-strong. In §4.2

we shall introduce and motivate the notion of strong normality by showing
that the strong normality of µλ ensures that δ

∼

2
1 is λ-strong. We will then

show how reflection and uniform coding combine to secure strong normality.
In §4.3 we will prove the main theorem by relativizing the construction to
subsets of Θ. Throughout this section we work in L(R) and so when we write
δ
∼

2
1 and Θ we will always be referring to these notions as interpreted in L(R).
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4.1. Reflection

We have seen that ZF+AD implies that Θ is strongly inaccessible in HODL(R).
Our next task is to show that

HODL(R) |= δ
∼

2
1 is λ-strong,

for all λ < Θ. The proof will then relativize to subsets of Θ that are in
HODL(R) and thereby establish the main theorem.

The ultrafilters that witness strength cannot come from the “sup” game
of Section 2 since the ultrafilters produced by this game concentrate on ω-
club sets, whereas to witness strength we will need ultrafilters according to
which there are measure-one many measurable cardinals below δ

∼

2
1. For this

reason we will have to use a variant of the “sup” game. In this variant the
role of boundedness will be played by a certain reflection phenomenon.

The reflection phenomenon we have in mind does not presuppose any
determinacy assumptions. For the time being work in ZF + ACω(R). The
main claim is that there is a function F : δ

∼

2
1 → Lδ

˜
2
1
(R) which is ∆1-definable

over Lδ
˜

2
1
(R) and for which the following reflection phenomenon holds:

For all X ∈ L(R)∩ODL(R), for all Σ1-formulas ϕ, and for all z ∈ ωω, if

L(R) |= ϕ[z,X, δ
∼

2
1,R]

then there exists a δ < δ
∼

2
1 such that

L(R) |= ϕ[z, F (δ), δ,R].

One should think of F as a sequence that contains “proxies” or “generic
witnesses” for each ODL(R) set X: Given any Σ1-fact (with a real parameter)
about any ODL(R) set X there is a “proxy” F (δ) in our fixed sequence that
witnesses the same fact.

The function F is defined (much like ♦) in terms of the least counterex-
ample. To describe this in more detail let us first recall some basic facts from
Section 2.4 concerning L(R) and the theory T0: There are arbitrarily large
α such that Lα(R) |= T0. In particular,

LΘ(R) |= T0.

Moreover, since
LΘ(R) ≺1 L(R),
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there are arbitrarily large α < Θ such that Lα(R) |= T0. Similarly, there are
arbitrarily large α < δ

∼

2
1 such that Lα(R) |= T0. However, notice that it is

not the case Lδ
˜

2
1
(R) |= T0 (by Lemma 2.27).

Because of the greater manoeuvring room provided by levels Lα(R) that
satisfy T0 we will concentrate (for example, in reflection arguments) on such
levels. For example, we can use these levels to give a first-order definition of
ODL(R) and the natural well-ordering <ODL(R) on the ODL(R) sets. For the
latter, given X ∈ ODL(R), let

αX = the least α such that

(1) Lα(R) |= T0,

(2) X ∈ Lα(R), and

(3) X is definable in Lα(R) from ordinal parameters;

let ϕX be the least formula that defines X from ordinal parameters in Lα(R);

and let ~ξX be the lexicographically least sequence of ordinal parameters used
to define X in Lα(R) via ϕX . Given X and Y in ODL(R), working in L(R)
set

X <OD Y iff αX < αY or

αX = αY and ϕX < ϕY or

αX = αY and ϕX = ϕY and ~ξX <lex
~ξY .

Since the Lα(R) hierarchy is Σ1-definable in L(R), it follows that ODL(R)

and (<OD)L(R) are Σ1-definable in L(R). (This is in contrast to the usual
definitions of these notions, which are Σ2 since they involve existential quan-
tification over the Vα hierarchy, which is Π1.) Notice that if Lα(R) |= T0,
then

(<OD)Lα(R) E (<OD)L(R).

Furthermore, if Lα(R) ≺1 L(R), then

ODLα(R) = ODL(R) ∩ Lα(R) and (<OD)Lα(R) = (<OD)L(R)↾Lα(R).

For example,
HODLΘ(R) = HODL(R) ∩ LΘ(R).

(For this it is crucial that we use the Σ1-definition given above since the
Σ2-definition involves quantification over the Vα hierarchy and yet in Lδ

˜
2
1
(R)
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even the level Vω+2 does not exist.) Our goal can thus be rephrased as that
of showing

HODLΘ(R) |= δ
∼

2
1 is a strong cardinal.

We are now in a position to define the reflection function F . If the reflec-
tion phenomenon fails in L(R) with respect to F ↾δ

∼

2
1 then (by Replacement)

there is some level Lα(R) which satisfies T0 over which the reflection phe-
nomenon fails with respect to F ↾δ

∼

2
1. This motivates the following definition:

4.2 Definition. Assume T0. Suppose that F ↾δ is defined. Let ϑ(δ) be least
such that

Lϑ(δ)(R) |= T0 and there is an X ∈ Lϑ(δ)(R) ∩ ODLϑ(δ)(R) such that

(⋆) there is a Σ1-formula ϕ and a real z such that

Lϑ(δ)(R) |= ϕ[z,X, δ,R]

and for all δ̄ < δ,

Lϑ(δ)(R) 6|= ϕ[z, F (δ̄), δ̄,R]

(if such an ordinal exists) and then set F (δ) = X where X is (<OD)Lϑ(δ)-least
such that (⋆) holds.

We have to establish two things: First, F (δ) is defined for all δ < δ
∼

2
1.

Second, F (δ
∼

2
1) is not defined. This implies that the reflection phenomenon

holds with respect to F .

Lemma 4.3. Assume ZF + ACω(R). Then

(1) if Lα(R) |= T0, then (F )Lα(R) = F ↾γ for some γ,

(2) F
L

δ

˜
2
1
(R)

= F ↾δ
∼

2
1, and

(3) F (δ) is defined for all δ < δ
∼

2
1.

Proof. For (1) suppose that (F ↾δ)Lα(R) = F ↾δ with the aim of showing that
(F (δ))Lα(R) = (F (δ))L(R). The point is that

Lα(R) |= ϑ(δ) exists
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if and only if
(ϑ(δ))L(R) < α,

in which case

(ϑ(δ))Lα(R) = (ϑ(δ))L(R) and (F (δ))Lα(R) = (F (δ))L(R),

by the locality of the definition of F and the assumption that (F ↾δ)Lα(R) =
F ↾δ.

For (2) first notice that we can make sense of F as defined over levels
(such as Lδ

˜
2
1
(R)) that do not satisfy T0 by letting, for an arbitrary ordinal ξ,

FLξ(R) =
⋃

{FLα(R) | α < ξ and Lα(R) |= T0}.

Thus, F
L

δ

˜
2
1
(R)

= F ↾γ for some γ, by (1). Assume for contradiction that

(2) fails, that is, for some γ < δ
∼

2
1, F (γ) is defined and yet F

L
δ

˜
2
1
(R)

(γ) is not
defined. Since in L(R), ϑ(γ) and F (γ) are defined, the following is a true
Σ1-statement about γ:

∃α > γ (Lα(R) |= T0 + ϑ(γ) exists.)

Since Lδ
˜

2
1
(R) ≺1 L(R), this statement holds in Lδ

˜
2
1
(R) and so FLα(R)(γ) is

defined and hence F
L

δ

˜
2
1
(R)

(γ) is defined, which is a contradiction.
For (3) assume for contradiction that γ < δ

∼

2
1, where γ = dom(F ). By (2)

(and the definition of F
L

δ

˜
2
1
(R)

) there is an α < δ
∼

2
1 such that Lα(R) |= T0 and

FLα(R) = F ↾γ = F . We claim that this implies that

Lα(R) ≺
R∪{R}
1 L(R),

which is a contradiction (by Theorem 2.28). Suppose

L(R) |= ψ[z,R]

where ψ is a Σ1-formula and z ∈ ωω. We have to show that Lα(R) |= ψ[z,R].
By Replacement there is an ordinal β such that

Lβ(R) |= ψ[z,R].

Consider the Σ1-statement ϕ[z,X,R] expressing “There exists ξ such that
X = Lξ(R) and X |= ψ[z,R]”. Letting ϑ > β be such that Lϑ(R) |= T0 we
have: there exists an X ∈ Lϑ(R) ∩ ODLϑ(R) (namely, X = Lβ(R)) such that

Lϑ(R) |= T0 + ϕ[z,X,R].
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Moreover, since ϑ(γ) does not exist, it follows (by the definition of ϑ(γ)) that
there exists a δ̄ < γ such that

Lϑ(R) |= ϕ[z, F (δ̄),R].

Thus (unpacking ϕ[z,X,R]) there exists a ξ such that F (δ̄) = Lξ(R) and
Lξ(R) |= ψ[z,R]. Since F ⊆ Lα(R), ξ < α and so, by upward absoluteness,

Lα(R) |= ψ[z,R],

which completes the proof.

It follows that F ↾δ
∼

2
1 : δ

∼

2
1 → Lδ

˜
2
1
(R) is total and ∆1-definable over Lδ

˜
2
1
(R).

It remains to see that F (δ
∼

2
1) is not defined.

Theorem 4.4. Assume ZF + ACω(R). For all X ∈ ODL(R), for all Σ1-

formulas ϕ, and for all z ∈ ωω if

L(R) |= ϕ[z,X, δ
∼

2
1,R]

then there exists a δ < δ
∼

2
1 such that

L(R) |= ϕ[z, F (δ), δ,R].

Proof. The idea of the proof is straightforward but the details are somewhat
involved.

Assume for contradiction that there is an X ∈ ODL(R), a Σ1-formula ϕ,
and z ∈ ωω such that

L(R) |= ϕ[z,X, δ
∼

2
1,R]

and for all δ < δ
∼

2
1,

L(R) 6|= ϕ[z, F (δ), δ,R].

Step 1. By Replacement, let ϑ0 > δ
∼

2
1 be least such that

(1.1) Lϑ0(R) |= T0 and there is an X ∈ Lϑ0(R) ∩ ODLϑ0
(R) and

(⋆) there is a Σ1-formula ϕ and a real z such that

Lϑ0(R) |= ϕ[z,X, δ
∼

2
1,R]

and for all δ < δ
∼

2
1

Lϑ0(R) 6|= ϕ[z, F (δ), δ,R].
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Let X0 be least (in the order of definability) such that (1.1) and for this choice
pick ϕ0 and z0 such that (⋆). (Thus we have let ϑ0 = ϑ(δ

∼

2
1), X0 = F (δ

∼

2
1), and

we have picked witnesses ϕ0 and z0 to the failure of reflection with respect
to F (δ

∼

2
1).)

Notice that Lϑ0(R) |= δ
∼

2
1 exists + F (δ) is defined for all δ < δ

∼

2
1. Since

FLϑ0
(R)↾δ

∼

2
1 = F ↾δ

∼

2
1,

by Lemma 4.3, (1.1) is equivalent to the internal statement Lϑ0(R) |= T0 +
“reflection fails with respect to F ↾δ

∼

2
1”. It is this internal statement that we

will reflect to get a contradiction. We have that for all δ < δ
∼

2
1,

(1.2) Lϑ0(R) 6|= ϕ0[z0, F (δ), δ,R].

Our strategy is to reflect to get ϑ̄ < δ
∼

2
1 such that

Lϑ̄(R) |= ϕ0[z0, F ((δ
∼

2
1)
Lϑ̄(R)), (δ

∼

2
1)Lϑ̄(R),R].

By upward absoluteness, this will contradict (1.2). To implement this strat-
egy we need the appropriate Σ1-fact (in a real) to reflect.

Step 2. The following is a true Σ1-statement about ϕ0 and z0 (as witnessed
by taking α to be ϑ0 from Step 1): There is an α such that

(2.1) Lα(R) |= δ
∼

2
1 exists + F (δ) is defined for all δ < δ

∼

2
1,

(2.2) Lα(R) |= T0 and there is an X ∈ Lα(R) ∩ ODLα(R) and

(⋆) there is a Σ1-formula ϕ and a real z such that

Lα(R) |= ϕ[z,X, (δ
∼

2
1)Lα(R),R]

and for all δ < (δ
∼

2
1)
Lα(R)

Lα(R) 6|= ϕ[z, FLα(R)(δ), δ,R],

(2.3) if β < α then it is not the case that Lβ(R) |= T0 and there is an
X ∈ Lβ(R) ∩ ODLβ(R) and

(⋆) there is a Σ1-formula ϕ and a real z such that

Lβ(R) |= ϕ[z,X, (δ
∼

2
1)Lα(R),R]

and for all δ < (δ
∼

2
1)
Lα(R)

Lβ(R) 6|= ϕ[z, FLα(R)(δ), δ,R],
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and

(2.4) if X̄ is least (in the order of definability) such that (2.2) then

Lα(R) |= ϕ0[z0, X̄, (δ∼
2
1)
Lα(R),R]

and for all δ < (δ
∼

2
1)Lα(R)

Lα(R) 6|= ϕ0[z0, F
Lα(R)(δ), δ,R].

(Notice that in (2.3) the ordinal δ
∼

2
1 and the function F are computed in

Lα(R) while the formulas are evaluated in Lβ(R).) Thus (2.1) ensures (by
Lemma 4.3) that FLα(R)↾(δ

∼

2
1)
Lα(R) = F ↾(δ

∼

2
1)
Lα(R), (2.2) says that Lα(R) sat-

isfies “reflection is failing with respect to FLα(R)↾(δ
∼

2
1)
Lα(R)” and, because of

(2.1), this ensures that ϑ((δ
∼

2
1)
Lα(R)) exists, (2.3) ensures in addition that

α = ϑ((δ
∼

2
1)
Lα(R)), and (2.4) says that ϕ0 and z0 (as chosen in Step 1) witness

the existence of ϑ((δ
∼

2
1)Lα(R)).

Since Lδ
˜

2
1
(R) ≺R

1 L(R) and ϕ0 and z0 can be coded by a single real, the
least ordinal α witnessing the existential of the above statement must be less
than δ

∼

2
1. Let ϑ̄ be this ordinal.

Step 3. We claim that

Lϑ̄(R) |= ϕ0[z0, F ((δ
∼

2
1)
Lϑ̄(R)), (δ

∼

2
1)Lϑ̄(R),R],

which finishes the proof since by upward absoluteness this contradicts (1.2).
The ordinal ϑ̄ has the Σ1-properties listed in (2.1)–(2.4) for α. So we

have: (4.1) Lϑ̄(R) |= “δ
∼

2
1 exists” + “F (δ) is defined for all δ < δ

∼

2
1” and so (by

Lemma 4.3) FLϑ̄(R)↾(δ
∼

2
1)Lϑ̄(R) = F ↾(δ

∼

2
1)Lϑ̄(R), (4.2) Lϑ̄(R) satisfies “reflection

is failing with respect to FLϑ̄(R)↾(δ
∼

2
1)
Lϑ̄(R)” and, because of (4.1), this ensures

that ϑ((δ
∼

2
1)
Lϑ̄(R)) exists, (4.3) ϑ̄ = ϑ((δ

∼

2
1)
Lϑ̄(R)), and (4.4) ϕ0 and z0 (as chosen

in Step 1) witness the existence of ϑ((δ
∼

2
1)Lϑ̄(R)). Therefore, by the definition

of F , (4.4) implies that

Lϑ̄(R) |= ϕ0[z0, F ((δ
∼

2
1)
Lϑ̄(R)), (δ

∼

2
1)Lϑ̄(R),R],

which contradicts (1.2).

We will need a slight strengthening of the above theorem. This involves
the notion of the reflection filter, which in turn involves various universal
sets.
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Let UX be a good universal Σ1(L(R), {X, δ
∼

2
1,R}) set of reals. So UX is a

Σ1(L(R), {X, δ
∼

2
1,R}) subset of ωω × ωω such that each Σ1(L(R), {X, δ

∼

2
1,R ∪

{R}}) subset of ωω is of the form (UX)t for some t ∈ ωω. For each δ < δ
∼

2
1,

let Uδ be the universal Σ1(L(R), {F (δ), δ,R}) set obtained using the same
definition used for UX except with X and δ

∼

2
1 replaced by the reflected proxies

F (δ) and δ. As before, we shall identify each of UX and Uδ with a set of reals
using our recursive bijection between ωω × ωω and ωω.

For each Σ1-formula ϕ and for each real y, there exists a zϕ,y ∈ ωω such
that

zϕ,y ∈ UX iff L(R) |= ϕ[y,X, δ
∼

2
1,R].

In such a situation we say that zϕ,y certifies the Σ1-fact ϕ about y. The key
property is, of course, that if zϕ,y ∈ Uδ then L(R) |= ϕ[y, F (δ), δ,R]. Notice
that the real zϕ,y is recursive in y (uniformly).

In what follows we will drop reference to ϕ and y and simply write z ∈ UX ,
it being understood that the formula and parameter are encoded in z. In
these terms Theorem 4.4 can be recast as stating that if z ∈ UX then there
is an ordinal δ < δ

∼

2
1 such that z ∈ Uδ, in other words, UX ⊆

⋃

δ<δ
˜

2
1
Uδ.

But notice that equality fails since different X can have radically different
“reflection points”.

For z ∈ UX , let
Sz = {δ < δ

∼

2
1 | z ∈ Uδ}

and set
FX = {S ⊆ δ

∼

2
1 | ∃z ∈ UX (Sz ⊆ S)}.

Equivalently, for a Σ1-formula ϕ and a real y such that

L(R) |= ϕ[y,X, δ
∼

2
1,R]

let
Sϕ,y = {δ < δ

∼

2
1 | L(R) |= ϕ[y, F (δ), δ,R]}

and set

FX = {S ⊆ δ
∼

2
1 | there is a Σ1-formula ϕ and a y ∈ ωω such that

L(R) |= ϕ[y,X, δ
∼

2
1,R] and Sϕ,y ⊆ S}.

Notice that we can reflect to points δ where the proxies F (δ), δ resemble X, δ
∼

2
1

as much as we like. For example, suppose

L(R) |= ψ[y,X, δ
∼

2
1,R]
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and consider the following Σ1-statement:

There is an α such that

Lα(R) |= T0,

δ = (δ
∼

2
1)Lα(R), F ↾δ = (F )Lα(R), and F (δ) ∈ ODLα(R), and

Lα(R) |= ψ[y, F (δ), δ,R].

If we replace δ by δ
∼

2
1 and F (δ) by X then this statement is true. It follows

that the statement holds for FX -almost all δ. The second clause ensures that
each such δ is a “local δ

∼

2
1” and that the “local computation of F up to δ”

coincides with F . By altering ψ and y we can increase the degree to which
the proxies F (δ), δ resemble X, δ

∼

2
1.

Lemma 4.5. Assume ZF + ACω(R). Then L(R) |= FX is a countably

complete filter.

Proof. Upward closure and the non-triviality condition are immediate. It
remains to prove countable completeness. Suppose {Sn | n < ω} ⊆ FX . For
n < ω, let zn ∈ UX be such that Szn ⊆ Sn. Let z ∈ ωω be such that (z)n = zn
for all n < ω. The following is a true Σ1-statement about z, X, δ

∼

2
1, and R:

There is an α such that

(1) δ
∼

2
1 < α,

(2) Lα(R) |= T0,

(3) X ∈ ODLα(R) and

(4) for all n < ω, (z)n ∈ (UX)Lα(R).

Let z∗ ∈ UX certify this statement. It follows that for each δ < δ
∼

2
1 such that

z∗ ∈ Uδ the following holds:

There is an α such that

(1) δ < α,

(2) Lα(R) |= T0,

(3) F (δ) ∈ ODLα(R) and

(4) for all n < ω, (z)n ∈ (Uδ)
Lα(R).

But then, by upward absoluteness, δ ∈
⋂

{Szn | n < ω} and so Sz∗ ⊆
⋂

{Szn |
n < ω} ⊆

⋂

{Sn | n < ω}.
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We shall call FX the reflection filter since, by definition, there are FX -
many reflecting points in the Reflection Theorem.

We wish now to extend the Reflection Theorem by allowing various pa-
rameters S ⊆ δ

∼

2
1 and their “reflections” S ∩ δ. For this we bring in AD.

Theorem 4.6 (Reflection Theorem). Assume ZF + AD. Suppose f :
δ
∼

2
1 → δ

∼

2
1 and S ⊆ δ

∼

2
1 are in L(R). For all X ∈ ODL(R), for all Σ1-formulas

ϕ, and for all z ∈ ωω, if

L(R) |= ϕ[z,X, f, S, δ
∼

2
1,R]

then for FX-many δ < δ
∼

2
1,

L(R) |= ϕ[z, F (δ), f↾δ, S ∩ δ, δ,R],

where here f and S occur as predicates.

Proof. First we show that the theorem holds for S ⊆ δ
∼

2
1. For each δ < δ

∼

2
1, let

Qδ = Uδ r
⋃

{Uγ | γ < δ}.

The sequence
〈Qδ | δ < δ

∼

2
1〉

gives rise to a prewellordering of length δ
∼

2
1. By the Uniform Coding Lemma,

there is an e(S) ∈ ωω such that

U
(2)
e(S)(Q<δ, Qδ) 6= ∅ iff δ ∈ S.

The key point is that for FX-almost all δ

FLϑ(δ)(R) = F ↾δ.

To see this let z ∈ UX be such that if z ∈ Uδ then

Lϑ(δ)(R) |= δ = δ
∼

2
1 and F ↾δ is defined.

Thus, if δ ∈ Sz, then

δ = (δ
∼

2
1)
Lϑ(δ)(R) and F ↾δ = FLϑ(δ)(R),

which implies
〈Qγ | γ < δ〉 = 〈Qγ | γ < δ〉Lϑ(δ)(R).
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It follows that for δ ∈ Sz, e(S) codes S ∩ δ.
This enables us to associate with each Σ1-sentence ϕ involving the pred-

icate S, a Σ1-sentence ϕ∗ involving instead the real e(S) in such a way that

L(R) |= ϕ[z,X, δ
∼

2
1, S,R]

if and only if
L(R) |= ϕ∗[z,X, δ

∼

2
1, e(S),R]

and, for δ ∈ Sz ∈ FX ,

L(R) |= ϕ[z, F (δ), δ, S ∩ δ,R]

if and only if
L(R) |= ϕ∗[z, F (δ), δ, e(S),R].

In this fashion, the predicate S can be eliminated in favour of the real e(S),
thereby reducing the present version of the reflection theorem to the original
version (Theorem 4.4).

To see that we can also include parameters of the form f : δ
∼

2
1 → δ

∼

2
1 simply

note that FX -almost all δ are closed under the Gödel pairing function and
so we can include functions f : δ

∼

2
1 → δ

∼

2
1 by coding them as subsets of δ

∼

2
1.

We are now in a position to define, for cofinally many λ < Θ, an ultrafilter
µλ on δ

∼

2
1. For the remainder of this section fix an ordinal λ < Θ and (by

the results of Section 3.3) an OD-prewellordering 6λ of ωω of length λ. Our
interest is in applying the Reflection Theorem to

X = (6λ, λ).

For each S ⊆ δ
∼

2
1, let GX(S) be the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

with the following winning conditions: Main Rule: For all i < ω, (x)i, (y)i ∈
UX . If the rule is violated then, letting i be the least such that either (x)i 6∈
UX or (y)i 6∈ UX , I wins if (x)i ∈ UX ; otherwise II wins. If the rule is satisfied
then, letting δ be least such that for all i < ω, (x)i, (y)i ∈ Uδ, (which exists
by reflection since (as in Lemma 4.5) we can regard this as a Σ1-statement
about a single real) I wins iff δ ∈ S. Thus, I is picking δ by steering into the
δth-approximation Uδ. (Note that the winning condition is not Σ1.)
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Now set
µX = {S ⊆ δ

∼

2
1 | I wins GX(S)}.

We let µλ = µX but shall typically write µX to emphasize the dependence
on the prewellorder. For z ∈ UX , Player I can win GX(Sz) by playing x such
that (x)i ∈ UX for all i < ω and, for some i < ω, (x)i = z. Thus,

FX ⊆ µX .

It is easy to see that µX is upward closed and contains either S or δ
∼

2
1 rS

for each S ⊆ δ
∼

2
1.

Lemma 4.7. Assume ZF+AD. Then L(R) |= µX is a δ
∼

2
1-complete ultrafilter.

Proof. The proof is similar to the proof of Theorem 2.33 (which traces back
to the proof of Theorem 2.13). Consider {Sα | α < γ} where Sα ∈ µX and
γ < δ

∼

2
1. Let S =

⋂

α<γ Sα and assume for contradiction that S 6∈ µX . Let σ′

be a winning strategy for I in GX(δ
∼

2
1 r S). Let

Z = {(x, σ) | for some α < γ, x ∈ Qα and

σ is a winning strategy for I in GX(Sα)}

where Qα = {x ∈ ωω | |x|6U
= α} and 6U is the prewellordering of length

δ
∼

2
1 from Theorem 2.33. (One can also use the prewellordering from Theorem

4.6.)
By the Uniform Coding Lemma, let e0 ∈ ωω be such that for all α < γ,

U (2)
e0

(Q<α, Qα) ⊆ Z ∩ (Qα × ωω) and U (2)
e0

(Q<α, Qα) 6= ∅.

Let
Σ = proj2

(
⋃

α<γ U
(2)
e0 (Q<α, Qα)

)

.

Notice that Σ is ∆
∼

2
1 since 6U↾γ is ∆

∼
2
1. The key point is that (as in Lemma

2.27) we can choose a real that ensures that in a reflection argument we
reflect to a level that correctly computes 6U↾γ and hence Σ. We assume
that all reals below have this feature.

Now we can “take control” of the output ordinal δ0 with respect to σ′

and all τ ∈ Σ:

Base Case. We have

(1.1) ∀y ∈ ωω ((σ′∗y)I)0 ∈ UX and
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(1.2) ∀y ∈ ωω ∀σ ∈ Σ ((σ∗y)I)0 ∈ UX

since σ′ and σ (as in (1.2)) are winning strategies for I. Since Σ is ∆∼
2
1 this is a

Σ1(L(R), {X, δ
∼

2
1,R} ∪R) fact about σ′ and hence certified by a real z0 ∈ UX

such that z0 6T σ
′; more precisely, z0 6T σ

′ is such that for all δ if z0 ∈ Uδ
then

(1.3) ∀y ∈ ωω ((σ′∗y)I)0 ∈ Uδ and

(1.4) ∀y ∈ ωω ∀σ ∈ Σ ((σ∗y)I)0 ∈ Uδ.

(n + 1)st Step. Assume we have defined z0, . . . , zn in such a way that
zn 6T · · · 6T z0 and

(2.1) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ UX
)

and

(2.2) ∀y ∈ ωω ∀σ ∈ Σ
(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ UX
)

.

Let zn+1 ∈ UX be such that zn+1 6T zn and for all δ, if zn+1 ∈ Uδ then

(2.3) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ Uδ
)

and

(2.4) ∀y ∈ ωω ∀σ ∈ Σ
(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ Uδ
)

.

Finally, let z ∈ ωω be such that (z)i = zi for all i < ω and let δ0 be least
such that (z)i ∈ Uδ0 for all i ∈ ω. Notice that by our choice of zn no DC is
required to define z. Then, for all i < ω,

(3.1) ((σ′∗z)I)i ∈ Uδ0 by (1.3) and (2.3) and

(3.2) ((σ∗z)I)i ∈ Uδ0 for all σ ∈ Σ by (1.4) and (2.4).

So

(4.1) δ0 is the ordinal produced by σ′∗z, i.e. δ0 ∈ δ
∼

2
1 r S and

(4.2) δ0 is the ordinal produced by σα∗z where σα ∈ Σ is a winning strat-
egy for I in GX(Sα), i.e. δ0 ∈ Sα for all α < γ.

This is a contradiction.
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4.2. Strong Normality

Assuming ZF + AD, in L(R) we have defined, for cofinally many λ < Θ, an
ODL(R) ultrafilter on δ

∼

2
1 and shown that these ultrafilters are δ

∼

2
1-complete. We

now wish to take the ultrapower of HODL(R) with these ultrafilters and show
that collectively they witness that for each λ < Θ, δ

∼

2
1 is λ-strong in HODL(R).

This will be achieved by showing that reflection and uniform coding combine
to show that µλ is strongly normal.

We begin with the following basic lemma on the ultrapower construction,
which we shall prove in greater generality than we need at the moment.

Lemma 4.8. Assume ZF+DC. Suppose µ is a countably complete ultrafilter

on δ and that µ is OD. Suppose T is a set. Let (HODT )δ be the class of

all functions f : δ → HODT . Then the transitive collapse M of (HODT )δ/µ
exists, the associated embedding

j : HODT →M

is ODT , and

M ⊆ HODT .

Proof. For f, g : δ → HODT , let f ∼µ g iff {α < δ | f(α) = g(α)} ∈ µ and
let [f ]µ be the set consisting of the members of the equivalence class of f
which have minimal rank. The structure (HODT )δ/µ is the class consisting
of all such equivalence classes. Let E be the associated membership relation.
So [f ]µ E [g]µ if and only if {α < δ | f(α) ∈ g(α)} ∈ µ. Notice that both
(HODT )δ/µ and E are ODT .

The map

jµ : HODT → (HODT )δ/µ

a 7→ [ca]µ,

where ca ∈ (HODT )δ is the constant function with value a, is an elementary
embedding, since  Loś’s theorem holds, as HODT can be well-ordered. Notice
that jµ is ODT .

Claim 1. ((HODT )δ/µ, E) is well-founded.

Proof. Suppose for contradiction that ((HODT )δ/µ, E) is not well-founded.
Then, by DC, there is a sequence

〈

[fn]µ
∣

∣n < ω
〉
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such that [fn+1]µ E [fn]µ for all n < ω. For each n < ω, let

An = {α < δ | fn+1(α) ∈ fn(α)}.

For all n < ω, An ∈ µ and since µ is countable complete,

⋂

{An | n < ω} ∈ µ.

This is a contradiction since for each α in this intersection, fn+1(α) ∈ fn(α)
for all n < ω.

Claim 2. ((HODT )δ/µ, E) is isomorphic to a transitive class (M,∈).

Proof. We have established well-foundedness and extensionality is immedi-
ate. It remains to show that for each a ∈ (HODT )δ/µ,

{b ∈ (HODT )δ/µ | b E a}

is a set. Fix a ∈ (HODT )δ/µ and choose f ∈ (HODT )δ such that a = [f ]µ.
Let α be such that f ∈ Vα. Then for each b ∈ (HODT )δ/µ such that bEa,
letting g ∈ (HODT )δ be such that b = [g]µ,

{β < δ | g(β) ∈ Vα} ∈ µ.

Thus,

{b ∈ (HODT )δ/µ | b E a} = {[g]µ | [g]µ E [f ]µ and g ∈ Vα},

which completes the proof.

Let
π : ((HODT )δ/µ, E) → (M,∈)

be the transitive collapse map and let

j : HODT →M

be the composition map π ◦ jµ. Since π and jµ are ODT , j and M are ODT .
It remains to see that M ⊆ HODT . For this it suffices to show that for

all α, M ∩ Vj(α) ⊆ HODT . We have

M ∩ Vj(α) = j(HODT ∩ Vα).
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Let A ∈ HODT ∩ P(γ) be such that

HODT ∩ Vα ⊆ L[A]

for some γ. We have

M ∩ Vj(α) = j(HODT ∩ Vα) ⊆ L[j(A)].

But j and A are ODT . Thus, j(A) ∈ HODT and hence L[j(A)] ⊆ HODT ,
which completes the proof.

4.9 Remark. The use of DC in this lemma is essential in that assuming
mild large cardinal axioms (such as the existence of a strong cardinal) there
are models of ZF + ACω in which the lemma is false. In these models the
club filter on ω1 is an ultrafilter and the ultrapower of On by the club filter
is not well-founded.

The ultrafilter µX defined in Section 4.1 is ODL(R). Thus, by Lemma 4.8
(with T = ∅), letting

π : (HODL(R))δ˜
2
1/µX → MX

be the transitive collapse map and letting

jX : HODL(R) → MX

be the induced elementary embedding we have that MX ⊆ HODL(R) and the
fragments of jX are in HODL(R) (in other words, jX is amenable to HODL(R)).
Moreover, since µX is δ

∼

2
1-complete, the critical point of jX is δ

∼

2
1.

Our next aim is to show that

HODL(R) |= δ
∼

2
1 is λ-strong

and for this it remains to show that

jX(δ
∼

2
1) > λ and HODL(R) ∩ Vλ ⊆MX .

From now on we will also assume that λ is such that Lλ(R) ≺ LΘ(R) and
δ
∼

2
1 < λ. There are arbitrarily large λ < Θ with this feature (by the proof of

Lemma 2.20). Since

HODL(R) ∩ VΘ = HODLΘ(R)
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(by Theorem 3.10), it follows that

HODL(R) ∩ Vλ = HODLλ(R).

Thus, letting A ⊆ λ be an ODL(R) set coding HODLλ(R), we have

HODL(R) ∩ Vλ = Lλ[A].

Thus, it remains to show that A ∈MX . In fact, we will show that

P(λ) ∩ HODL(R) ⊆MX .

Let

S0 = {δ < δ
∼

2
1 |F (δ) = (6δ, λδ) where 6δ is a

prewellordering of length λδ and Lλδ
(R) |= T0}.

Note that S0 ∈ FX . For α < λ, let Q
δ
˜

2
1
α be the αth-component of 6λ and,

for δ ∈ S0 and α < λδ, let Qδ
α be the αth-component of 6δ. Each t ∈ ωω

determines a canonical function ft as follows: For δ ∈ S0, let αδt be the unique
ordinal α such that t ∈ Qδ

α and then set

ft : S0 → δ
∼

2
1

δ 7→ αδt .

S0

6δ1

6δ2

6λ

αδ1

t

αδ2

t

αt

ft

For t ∈ ωω, let αt = |t|6λ
be the rank of t according to 6λ, that is,

αt = |t|6λ
= µα (t ∈ Q

δ
˜

2
1
α ).

Lemma 4.10. Assume ZF + AD. jX(δ
∼

2
1) > λ.
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Proof. Suppose t1, t2 ∈ ωω and |t1|6λ
= |t2|6λ

. This is a true Σ1-statement in
L(R) about t1, t2, X and R. Thus, by reflection (Theorem 4.6), it follows that
for FX-almost all δ < δ

∼

2
1, |t1|6δ

= |t2|6δ
and so the ordinal [ft]µX

represented
by ft only depends on |t|6λ

. Likewise, if |t1|6λ
< |t2|6λ

then [ft1 ]µX
< [ft2 ]µX

.
Therefore, the map

ρ : λ→
∏

λδ/µX

|t|6λ
7→ [ft]µX

is well-defined and order-preserving and it follows that λ 6
∏

λδ/µX <
jX(δ

∼

2
1).

We now turn to showing P(λ) ∩ HODL(R) ⊆ MX . Fix A ⊆ λ such that
A ∈ HODL(R). By the Uniform Coding Lemma there is an index e(A) ∈ ωω

such that for all α < λ,

U
(2)
e(A)(Q

δ
˜

2
1
<α, Q

δ
˜

2
1
α ) 6= ∅ iff α ∈ A.

For all δ ∈ S0, let

Aδ = {α < λδ | U
(2)
e(A)(Q

δ
<α, Q

δ
α) 6= ∅}

be the “reflection of A”. Since the statement

{α < λ | U
(2)
e(A)(Q

δ
˜

2
1
<α, Q

δ
˜
2
1
α ) 6= ∅} ∈ HODL(R)

is a true Σ1-statement about X, R and e(A), there is a set S ∈ FX such that
for all δ ∈ S, Aδ ∈ HODL(R).

We wish to show that

hA : S → HODL(R)

δ 7→ Aδ

represents A in the ultrapower. Notice that

|t|6λ
∈ A iff {δ < δ

∼

2
1 | ft(δ) ∈ Aδ} ∈ µX

iff [ft]µX
∈ [hA]µX

.

The last equivalence holds by definition. For the first equivalence note that
if |t|6λ

∈ A then since this is a true Σ1-statement about e(A), t and X, for
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µX-almost all δ, |t|6δ
∈ Aδ, that is, {δ < δ

∼

2
1 | ft(δ) ∈ Aδ} ∈ µX . Likewise,

if |t|6λ
6∈ A then since this is a true Σ1-statement about e(A), t and X, for

µX-almost all δ, |t|6δ
6∈ Aδ.

So it suffices to show that the map

ρ : λ→
∏

λδ/µX

|t|6λ
7→ [ft]µX

is an isomorphism since then π([hA]µX
) = A ∈ MX , where recall that π :

(HODL(R))δ˜
2
1/µX ∼= MX is the transitive collapse map. We already know

that ρ is well-defined and order-preserving (by Lemma 4.10). It remains to
show that ρ is onto, that is, that every function f ∈

∏

λδ/µX is equivalent
(modulo µX) to a canonical function ft. To say that this is true is to say
that µX is strongly normal :

4.11 Definition (Strong normality). µX is strongly normal iff whenever
f : S0 → δ

∼

2
1 is such that

{δ ∈ S0 | f(δ) < λδ} ∈ µX

then there exists a t ∈ ωω such that

{δ ∈ S0 | f(δ) = ft(δ)} ∈ µX .

Notice that normality is a special case of strong normality since if

{δ < δ
∼

2
1 | f(δ) < δ} ∈ µX

then (since for FX -almost all δ, λδ > δ), by strong normality there is a
t ∈ ωω such that

{δ < δ
∼

2
1 | ft(δ) = f(δ)} ∈ µX .

So if β is such that t ∈ Q
δ
˜

2
1
β then β < δ

∼

2
1, since otherwise by reflection this

would contradict the assumption that

{δ < δ
∼

2
1 | f(δ) < δ} ∈ µX .

Thus,
{δ < δ

∼

2
1 | f(δ) = β} ∈ µX .

Theorem 4.12. Assume ZF + AD. L(R) |= µX is strongly normal.
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Proof. Assume toward a contradiction that f is a counterexample to strong
normality. So, for each t ∈ ωω,

{δ ∈ S0 | f(δ) 6= ft(δ)} ∈ µX .

Let

η = min
{

β < λ | ∀t ∈ Q
δ
˜

2
1
β {δ ∈ S0 | f(δ) < ft(δ)} ∈ µX

}

if such β exist; otherwise, let η = λ. Fix yη ∈ Q
δ
˜

2
1
η (unless η = λ, in which

case we ignore this parameter) and, for δ ∈ S0, let ηδ = fyη(δ) and for δ = δ
∼

2
1,

let ηδ = η. Note that fyη(δ) > f(δ) for µX -almost all δ. In the proof we will
be working on this set and so we modify S0 by intersecting it with this set if
necessary. For convenience let

S(t) = {δ ∈ S0 | ft(δ) < f(δ)}.

Notice that by the definition of η and our assumption that f is a counterex-
ample to strong normality, we have that

S(t) ∈ µX

for all t ∈ Q
δ
˜

2
1
<η.

S(t)

αδ1

t

αδ2

t

αt

ft

f

6λ

6δ2

6δ1

Our aim is to compute f from a real parameter by coding relative to
the various prewellorderings. Our computation will give us “f(δ

∼

2
1)”. Then,

picking a real yf ∈ Q
δ
˜

2
1

“f(δ
˜

2
1)”

we shall have by reflection that for µX-almost

every δ, f(δ) = fyf
(δ), which is a contradiction.

The proof involves a number of parameters which we list here. We will
also give a brief description which will not make complete sense at this point
but will serve as a useful reference to consult as the proof proceeds.
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e0 is the index of the universal set that selects the Zδ
α’s (represented in the

diagrams as ellipses) from Z ′ (represented in the diagrams as chimneys).

e1 is the index of the universal set that selects subsets of the Zδ
α’s (repre-

sented in the diagrams as black dots inside the ellipses).

yη is the real in Q
δ
˜

2
1
η that determines ηδ for δ ∈ S0.

yf is the real in Q
δ
˜

2
1

“f(δ
˜

2
1)”

that determines f(δ) for δ ∈ S3.

We will successively shrink S0 to S1, S2, and finally S3. All four of these sets
will be members of µX . We now proceed with the proof.

Let

Z ′ =
{

(t, σ) | t ∈ Q
δ
˜

2
1
<η and σ is a winning strategy for I in GX(S(t))

}

.

Thus, by our assumption that f is a counterexample to strong normality and
by our choice of η we have, for all β < η,

Z ′ ∩ (Q
δ
˜

2
1
β × ωω) 6= ∅,

since for all t ∈ Q
δ
˜

2
1
<η, I wins GX(S(t)). By the Uniform Coding Lemma, let

e0 ∈ ωω be such that for all β < η,

(1.1) U
(2)
e0 (Q

δ
˜

2
1
<β , Q

δ
˜
2
1
β ) ⊆ Z ′ ∩ (Q

δ
˜

2
1
β × ωω) and

(1.2) U
(2)
e0 (Q

δ
˜

2
1
<β , Q

δ
˜
2
1
β ) 6= ∅.

By reflection, we have that for FX-almost all δ, for all β < ηδ,

(2.1) U
(2)
e0 (Qδ

<β , Q
δ
β) ⊆ Qδ

β × ωω and

(2.2) U
(2)
e0 (Qδ

<β , Q
δ
β) 6= ∅.

Notice that in the reflected statement we have had to drop reference to
Z ′ since we cannot reflect Z ′ as the games involved in its definition are not
Σ1. Let S ′

1 be the set of such δ and let S1 = S ′
1 ∩ S0. Notice that S1 is

Σ1(L(R), {e0, yη, f,X, δ∼
2
1,R}).

For δ ∈ S1 ∪ {δ
∼

2
1} and β < ηδ let

Zδ
β = U (2)

e0
(Qδ

<β, Q
δ
β)

and for δ ∈ S1 ∪ {δ
∼

2
1} let

Zδ =
⋃

β<ηδ
Zδ
β.
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Claim A (Disjointness Property). There is an S2 ⊆ S1, S2 ∈ µX such
that for δ1, δ2 ∈ S2 ∪ {δ

∼

2
1} with δ1 < δ2 6 δ

∼

2
1,

Zδ1
α ∩ Zδ2

β = ∅

for all α ∈ [f(δ1), ηδ1) and β ∈ [0, ηδ2).

Proof. Here is the picture:

S2

f(δ1)

6δ1

6δ2

ηδ1

ηδ2

Zδ1

α

Zδ2

β

...
...

6λ

η

We begin by establishing a special case.

Subclaim. For µX-almost all δ,

Zδ
α ∩ Z

δ
˜
2
1
β = ∅

for all α ∈ [f(δ), ηδ) and β ∈ [0, η).

Proof. The picture is similar:

f(δ)

6δ

ηδ

Zδ
α

...

6λ

Z
δ
˜
2

1

β

...

η

S2

Let

T =
{

δ ∈ S1 | Z
δ
α ∩ Z

δ
˜
2
1

β = ∅ for all α ∈ [f(δ), ηδ) and β ∈ [0, η)
}
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and assume, toward a contradiction, that T 6∈ µX . So (δ
∼

2
1 r T ) ∩ S1 ∈ µX .

Let σ′ be a winning strategy for I in GX((δ
∼

2
1 r T ) ∩ S1).

Let us first motivate the main idea: Suppose z is a legal play for II against
σ′ (by which we mean a play for II that satisfies the Main Rule) and suppose
that the ordinal associated with this play is δ0. So δ0 ∈ (δ

∼

2
1 r T ) ∩ S1 and

(by the definition of T ) there exists an α0 ∈ [f(δ0), ηδ) and β0 ∈ [0, η) such

that Zδ0
α0

∩ Z
δ
˜
2
1
β0

6= ∅. Pick (t0, σ0) ∈ Zδ0
α0

∩ Z
δ
˜
2
1
β0

. In virtue of the fact that

(t0, σ0) ∈ Zδ0
α0

we have

(3.1) ft0(δ0) = α0 > f(δ0)

and in virtue of the fact that (t0, σ0) ∈ Z
δ
˜
2
1
β0

we have

(3.2) σ0 is a winning strategy for I in GX(S(t0)), where

S(t0) = {δ ∈ S0 | ft0(δ) < f(δ)}.

So we get a contradiction if δ0 happens to be in S(t0) (since then ft0(δ0) <
f(δ0), contradicting (3.1)). Notice that this will occur if we can arrange
the play z to be such that in addition to being a legal play against σ′ with
associated ordinal δ0 it is also a legal play against σ0 (in the game GX(S(t0)))
with associated ordinal δ0. We can construct such a play z recursively as in
the proof of completeness.

Base Case. We have

(4.1) ∀y ∈ ωω ((σ′∗y)I)0 ∈ UX and

(4.2) ∀y ∈ ωω ∀(t, σ) ∈ Zδ
˜
2
1 ((σ∗y)I)0 ∈ UX

since σ′ and σ (as in (4.2)) are winning strategies for I. Now all of this is
a Σ1(L(R), {X, δ

∼

2
1,R})-fact about σ′ and e0 (the index for Zδ

˜
2
1) and so it is

certified by a real z0 ∈ UX such that z0 6T 〈σ′, e0〉; so z0 is such that if
z0 ∈ Uδ then

(4.3) ∀y ∈ ωω ((σ′∗y)I)0 ∈ Uδ and

(4.4) ∀y ∈ ωω ∀(t, σ) ∈ Zδ ((σ∗y)I)0 ∈ Uδ.

(n + 1)st Step. Assume we have defined z0, . . . , zn in such a way that
zn 6T · · · 6T z0 and
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(5.1) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ UX
)

and

(5.2) ∀y ∈ ωω ∀(t, σ) ∈ Zδ
˜
2
1

(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ UX
)

.

Again, all of this is a Σ1(L(R), {X, δ
∼

2
1,R})-fact about σ′, e0, z0, . . . , zn and so

it is certified by a real zn+1 ∈ UX such that zn+1 6T zn; so zn+1 is such that
if zn+1 ∈ Uδ then

(5.3) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ Uδ
)

and

(5.4) ∀y ∈ ωω ∀(t, σ) ∈ Zδ
(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ Uδ
)

.

Finally, let z ∈ ωω be such that (z)i = zi for all i < ω and let δ0 be least such
that (z)i ∈ Uδ0 for all i ∈ ω. Notice that since we chose zn+1 to be recursive
in zn no DC is required to form z. Since (z)i ∈ UX for all i ∈ ω, z is a legal
play for II in any of the games GX(S) relevant to the argument. Moreover,
for all i ∈ ω,

(6.1) ((σ′∗z)I)i ∈ Uδ0 by (4.3) and (5.3) and

(6.2) ((σ∗z)I)i ∈ Uδ0 for all σ ∈ proj2(Z
δ0) by (4.4) and (5.4)

and so

(7.1) δ0 is the ordinal produced by σ′∗z, i.e. δ0 ∈ (δ
∼

2
1 r T ) ∩ S1 and

(7.2) δ0 is the ordinal produced by σ∗z for any σ ∈ proj2(Z
δ0).

Since δ0 ∈ (δ
∼

2
1rT )∩S1, by the definition of T there exists an α0 ∈ [f(δ0), ηδ0)

and β0 ∈ [0, η) such that Zδ0
α0

∩ Z
δ
˜
2
1

β0
6= ∅. Pick (t0, σ0) ∈ Zδ0

α0
∩ Z

δ
˜
2
1

β0
. In virtue

of the fact that (t0, σ0) ∈ Zδ0
α0

we have

(8.1) ft0(δ0) = α0 > f(δ0)

and in virtue of the fact that (t0, σ0) ∈ Z
δ
˜
2
1
β0

we have

(8.2) σ0 is a winning strategy for I in GX(S(t0)), where

S(t0) = {δ ∈ S0 | ft0(δ) < f(δ)}.

Combined with (7.2) this implies δ0 ∈ S(t0), in other words, ft0(δ0) < f(δ0),
which contradicts (8.1).
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Thus, T ∈ µX and we have

(9.1) ∀δ ∈ T ∀β ∈ [0, ηδ
˜
2
1
) ∀α ∈ [f(δ), ηδ) (Zδ

α ∩ Z
δ
˜
2
1
β = ∅).

This is a true Σ1-statement in L(R) about e0, yη, f , X, R, δ
∼

2
1, and T . Since

T is Σ1(L(R), {e0, yη, f,X, δ∼
2
1,R}), the above statement is Σ1(L(R), {e0, yη,

f,X, δ
∼

2
1,R}). Thus by the Reflection Theorem (Theorem 4.6) there exists

S2 ⊆ S1, S2 ∈ µX such that for all δ2 ∈ S2,

(9.2) ∀δ1 ∈ T ∩ δ2 ∀β ∈ [0, ηδ2) ∀α ∈ [f(δ1), ηδ1) (Zδ1
α ∩ Zδ2

β = ∅).

Notice that S2 is Σ1(L(R), {X, δ
∼

2
1,R}) in e0, yη and the parameters for

coding. This completes the proof of Claim A.

Claim B (Tail Computation). There exists an index e1 ∈ ωω such that
for all δ ∈ S2,

(1) U
(2)
e1 (P δ, Zδ

β) ⊆ Zδ
β for all β < ηδ,

(2) U
(2)
e1 (P δ, Zδ

f(δ)) = ∅, and

(3) U
(2)
e1 (P δ, Zδ

β) 6= ∅ for β such that f(δ) < β < ηδ,

where P δ =
⋃

{Z δ̄
α | δ̄ ∈ S2 ∩ δ and α ∈ [f(δ̄), ηδ̄)} and S2 is from the end of

the proof of Claim A.

Proof. Here is the picture of the “tail parameter” P δ:

S2

6δ̄

ηδ̄

ηδ
...

...

f(δ̄)

6δ

f(δ)

Here is the picture of the statement of Claim B:
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6δ

S2

...

P δ U
(2)
e1

(P δ, Zδ
β)

f(δ)

ηδ

Assume toward a contradiction that there is no such e1. We follow the
proof of the Uniform Coding Lemma. To begin with, notice that it suffices
to find e1 ∈ ωω satisfying (2) and

(3′) U
(2)
e1 (P δ, Zδ

β) ∩ Zδ
β 6= ∅ for β such that f(δ) < β < ηδ

since given the parameter Zδ
β we can easily ensure (1).

Consider the set of reals such that (2) of the (revised) claim holds, that
is,

G =
{

e ∈ ωω | ∀δ ∈ S2

(

U (2)
e (P δ, Zδ

f(δ)) = ∅
)}

.

So, for each e ∈ G, (3′) in the claim fails for some δ ∈ S2 and β ∈ (f(δ), ηδ).
For each e ∈ G, let

αe = lexicographically least pair (δ, β) such that

(1) δ ∈ S2,

(2) f(δ) < β < ηδ, and

(3) U (2)
e (P δ, Zδ

β) ∩ Zδ
β = ∅.

Now play the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where II wins iff (x ∈ G→ (y ∈ G ∧ αy >lex αx))

Claim 1. Player I does not have a winning strategy.

Proof. Suppose toward a contradiction that σ is a winning strategy for I. As
in the proof of the Uniform Coding Lemma, we aim to “bound” all of I’s
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plays and then use this bound to construct a play e∗ for II which defeats σ.
We will make key use of the Disjointness Property.

Choose eσ ∈ ωω such that for all P, P ′ ⊆ ωω,

U (2)
eσ

(P, P ′) =
⋃

y∈ωω U
(2)
(σ∗y)I

(P, P ′).

In particular, for all δ ∈ S2 and β < ηδ,

U (2)
eσ

(P δ, Zδ
β) =

⋃

y∈ωω U
(2)
(σ∗y)I

(P δ, Zδ
β).

Note two things: First, since σ is a winning strategy for I, (σ∗y)I ∈ G for all
y ∈ ωω; so eσ ∈ G. Second, for all y ∈ ωω, α(σ∗y)I 6lex αeσ . So eσ is “at least
as good” as any (σ∗y)I . We have to do “better”.

Pick x0 ∈ Zδ0
β0

where (δ0, β0) = αeσ . Choose e∗ such that for all P, P ′ ⊆ ωω,

U
(2)
e∗ (P, P ′) =

{

U
(2)
eσ (P, P ′) if x0 6∈ P ′

U
(2)
eσ (P, P ′) ∪ {x0} if x0 ∈ P ′.

In particular, for all δ ∈ S2 and β < ηδ,

U
(2)
e∗ (P δ, Zδ

β) =

{

U
(2)
eσ (P δ, Zδ

β) if x0 6∈ Zδ
β

U
(2)
eσ (P δ, Zδ

β) ∪ {x0} if x0 ∈ Zδ
β.

Since we chose x0 ∈ Zδ0
β0

, by the Disjointness Property (and the fact that for

fixed δ, Zδ
α ∩ Z

δ
β = ∅ for α < β < ηδ) we have

(10.1) x0 6∈ Zδ
β for δ ∈ S2 ∩ [0, δ0) and β ∈ [f(δ), ηδ),

(10.2) x0 6∈ Zδ0
β for β ∈ [0, ηδ0) r {β0}, and

(10.3) x0 6∈ Zδ
β for δ ∈ S2 ∩ (δ0, δ∼

2
1) and β ∈ [0, ηδ).

Thus, by the definition of e∗, we have, by (10.1–3),

U
(2)
e∗ (P δ, Zδ

f(δ)) = U (2)
eσ

(P δ, Zδ
f(δ))

for all δ ∈ S2. Since eσ ∈ G, this means e∗ ∈ G. So αe∗ exists. Similarly, by
the definition of e∗, we have, by (10.1) and (10.2),

U
(2)
e∗ (P δ, Zδ

β) = U (2)
eσ

(P δ, Zδ
β)
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for all δ ∈ S2 ∩ [0, δ0) and β ∈ [f(δ), ηδ) and for δ = δ0 and β ∈ [f(δ0), β0).
So e∗ is “at least as good” as eσ. But since x0 ∈ Zδ0

β0
, we have that x0 ∈

U
(2)
e∗ (P δ0, Zδ0

β0
), by the definition of e∗; that is, e∗ is “better” than eσ. In other

words, αe∗ >lex αeσ >lex α(σ∗y)I for all y ∈ ωω and so, by playing e∗, II defeats
σ.

Claim 2. Player II does not have a winning strategy.

Proof. Suppose toward a contradiction that τ is a winning strategy for II.
We shall find an e∗ such that e∗ ∈ G (Subclaim 1) and αe∗ does not exist
(Subclaim 2), which is a contradiction.

Choose h0 : ωω × (ωω × ωω) → ωω such that h0 is Σ1
1 and for all (e, x) ∈

ωω × (ωω × ωω) and for all P, P ′ ⊆ ωω,

U
(2)
h0(e,x)(P, P

′) =

{

U
(2)
e (P, P ′) if x 6∈ P ∪ P ′

∅ if x ∈ P ∪ P ′.

In particular, for δ ∈ S2 and β < ηδ,

U
(2)
h0(e,x)(P

δ, Zδ
β) =

{

U
(2)
e (P δ, Zδ

β) if x 6∈ P δ ∪ Zδ
β

∅ if x ∈ P δ ∪ Zδ
β.

Choose h1 : ωω → ωω such that h1 is Σ1
1 and for all P, P ′ ⊆ ωω,

U
(2)
h1(e)

(P, P ′) =
⋃

x∈P ′ U
(2)
(h0(e,x)∗τ)II

(P, P ′).

In particular, for δ ∈ S2 and β < ηδ,

U
(2)
h1(e)(P

δ, Zδ
β) =

⋃

x∈Zδ
β
U

(2)
(h0(e,x)∗τ)II

(P δ, Zδ
β).

By the recursion theorem, there is an e∗ ∈ ωω such that for all δ ∈ S2 and
β < ηδ,

U
(2)
e∗ (P δ, Zδ

β) = U
(2)
h1(e∗)(P

δ, Zδ
β).

Subclaim 1. e∗ ∈ G.

Proof. Suppose for contradiction that e∗ 6∈ G. Let δ0 ∈ S2 be least such that

U
(2)
e∗ (P δ0, Zδ0

f(δ0)) 6= ∅.
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Now

U
(2)
e∗ (P δ0, Zδ0

f(δ0)) = U
(2)
h1(e∗)(P

δ0 , Zδ0
f(δ0))

=
⋃

x∈Z
δ0
f(δ0)

U
(2)
(h0(e∗,x)∗τ)II

(P δ0 , Zδ0
f(δ0)

).

So choose x0 ∈ Zδ0
f(δ0) such that

U
(2)
(h0(e∗,x0)∗τ)II

(P δ0 , Zδ0
f(δ0)

) 6= ∅.

If we can show h0(e∗, x0) ∈ G then we are done since this implies that
(h0(e

∗, x0)∗τ)II ∈ G (as τ is a winning strategy for II), which contradicts the
previous statement.

Subsubclaim. h0(e∗, x0) ∈ G, that is, for all δ ∈ S2,

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = ∅.

Proof. By the definition of h0, for all δ ∈ S2,

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) =

{

U
(2)
e∗ (P δ, Zδ

f(δ)) if x0 6∈ P δ ∪ Zδ
f(δ)

∅ if x0 ∈ P δ ∪ Zδ
f(δ).

Since x0 ∈ Zδ0
f(δ0), by the Disjointness Property, this definition yields the

following: For δ ∈ S2 ∩ [0, δ0) we have x0 6∈ P δ ∪ Zδ
f(δ) and so,

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = U

(2)
e∗ (P δ, Zδ

f(δ)) = ∅,

where the latter holds since we chose δ0 to be least such that

U
(2)
e∗ (P δ0, Zδ0

f(δ0)) 6= ∅;

for δ = δ0 we have x0 ∈ Zδ
f(δ) and so

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = ∅;

and for δ ∈ S2 ∩ (δ0, δ∼
2
1) we have x0 ∈ P δ and so

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = ∅.

Thus, h0(e
∗, x0) ∈ G.
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This completes the proof of Subclaim 1.

Subclaim 2. αe∗ does not exist.

Proof. Suppose for contradiction that αe∗ exists. Recall that

αe∗ = lexicographically least pair (δ, β) such that

(1) δ ∈ S2,

(2) f(δ) < β < ηδ, and

(3) U
(2)
e∗ (P δ, Zδ

β) ∩ Zδ
β = ∅.

Let (δ0, β0) = αe∗ . We shall show U
(2)
e∗ (P δ0 , Zδ0

β0
) ∩ Zδ0

β0
6= ∅, which is a

contradiction. By the definition of h1,

U
(2)
e∗ (P δ0 , Zδ0

β0
) = U

(2)
h1(e∗)(P

δ0, Zδ0
β0

)

=
⋃

x∈Z
δ0
β0

U
(2)
(h0(e∗,x)∗τ)II

(P δ0, Zδ0
β0

).

Fix x0 ∈ Zδ0
β0

. Since e∗ ∈ G, h0(e∗, x0) ∈ G, by the Disjointness Property.

(This is because for δ ∈ S2 ∩ [0, δ0) we have x0 6∈ P δ ∪ Zδ
f(δ) and so

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = U

(2)
e∗ (P δ, Zδ

f(δ)) = ∅,

where the latter holds since e∗ ∈ G; for δ = δ0 we have x0 6∈ P δ ∪ Zδ
f(δ) and

since e∗ ∈ G this implies

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = ∅;

and for δ ∈ S2 ∩ (δ0, δ∼
2
1) we have x0 ∈ P δ and so

U
(2)
h0(e∗,x0)

(P δ, Zδ
f(δ)) = ∅.)

So αh0(e∗,x0) exists.

Subsubclaim. αh0(e∗,x0) = αe∗ .

Proof. By the definition of h0,

U
(2)
h0(e∗,x0)

(P δ, Zδ
β) =

{

U
(2)
e∗ (P δ, Zδ

β) if x0 6∈ P δ ∪ Zδ
β

∅ if x0 ∈ P δ ∪ Zδ
β
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for δ ∈ S2 and β < ηδ. So

U
(2)
h0(e∗,x0)

(P δ0, Zδ0
β0

) ∩ Zδ0
β0

= ∅,

since x0 ∈ P δ0 ∪ Zδ0
β0

. And, when either δ = δ0 and β ∈ (f(δ0), β0) or
δ ∈ S2 ∩ [0, δ0) and β ∈ [f(δ), ηδ), we have, by the Disjointness Property,
x0 6∈ P δ ∪ Zδ

β, hence

U
(2)
h0(e∗,x0)

(P δ, Zδ
β) = U

(2)
e∗ (P δ, Zδ

β),

Thus, αh0(e∗,x0) = αe∗ .

Since τ is winning for II,

(h0(e∗, x0)∗τ)II ∈ G

and
α(h0(e∗,x0)∗τ)II >lex αh0(e∗,x0) = αe∗ .

So
U

(2)
(h0(e∗,x0)∗τ)II

(P δ0, Zδ0
β0

) ∩ Zδ0
β0

6= ∅.

Since
U

(2)
e∗ (P δ0, Zδ0

β0
) =

⋃

x∈Z
δ0
β0

U
(2)
(h0(e∗,x)∗τ)II

(P δ0 , Zδ0
β0

)

we have
U

(2)
e∗ (P δ0, Zδ0

β0
) ∩ Zδ0

β0
6= ∅,

which is a contradiction.

This completes the proof of Claim 2.

We have a contradiction and therefore there is an e1 is as desired.

Notice that U
(2)
e1 (P δ, Zδ

α), for variable α, allows us to pick out f(δ).
Now we can consider the ordinal “f(δ

∼

2
1)” picked out in this fashion.

Claim C. There exists a β0 < η such that

(1) U
(2)
e1 (P δ

˜
2
1, Z

δ
˜
2
1
β0

) = ∅ and

(2) U
(2)
e1 (P δ

˜
2
1, Z

δ
˜
2
1
β ) 6= ∅ for all β ∈ (β0, η), where

P δ
˜

2
1 =

⋃

{Zδ
α | δ ∈ S2 and α ∈ [f(δ), ηδ)}.
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Proof. Suppose for contradiction that the claim is false. The statement that
the claim fails is a true Σ1-statement about e0, e1, yη, X, R, f and S2. But
then by the Reflection Theorem (Theorem 4.6) this fact reflects to FX -almost
all δ, which contradicts Claim B.

Pick yf ∈ Q
δ
˜

2
1
β0

. Now the statement that yf ∈ Q
δ
˜

2
1
β0

where β0 is such that
(1) and (2) of Claim C hold is a true Σ1-statement about e0, e1, yη, yf , f , X,
R, and δ

∼

2
1. Thus, by Theorem 4.6, for FX -almost every δ < δ

∼

2
1 this statement

reflects. Let S3 ⊆ S2 be in µX and such that the above statement reflects
to each point in S3. Now by Claim B, for δ ∈ S3, the least β0 such that
yf ∈ Qδ

β0
is f(δ). Thus,

{δ ∈ S0 | fyf
(δ) = f(δ)} ∈ µX

and hence µX is strongly normal.

This completes the proof of the following:

Theorem 4.13. Assume ZF + DC + AD. Then, for each λ < ΘL(R),

HODL(R) |= ZFC + (δ
∼

2
1)L(R) is λ-strong.

4.14 Remark. For simplicity we proved Lemma 4.7 and Claim A of Theorem
4.12 using a proof by contradiction. This involves an appeal to determinacy.
However, one can prove each result more directly, without appealing to de-
terminacy.

Call a real y suitable if (y)i ∈ UX for all i < ω. Call a strategy σ a
proto-winning strategy if σ is a winning strategy for I in GX(δ

∼

2
1). Thus if y

is suitable and σ is a proto-winning strategy then

{((σ∗y)I)i, (y)i | i < ω} ⊆ UX

and so we can let

δ(σ,y) = the least δ such that {((σ∗y)I)i | i < ω} ∪ {(y)i | i < ω} ⊆ Uδ.

Let κ be least such that X ∈ Lκ(R) and Lκ(R) ≺1 L(R). This is the “least
stable over X”. It is easy to see that

P(R) ∩ Lκ(R) = ∆1(L(R),R ∪ {X, δ
∼

2
1,R})
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and so if Σ ∈ P(R) ∩ Lκ(R) then for FX -almost all δ there is a reflected
version Σδ of Σ. We can now state the relevant result:

Suppose Σ ∈ P(R) ∩ Lκ(R) is a set of proto-winning strategies for I.
Then there is a proto-winning strategy σ such that for all suitable reals y,
for all τ ∈ Σδ(σ,y)

∩ Σ, there is a suitable real yτ such that

δ(σ,y) = δ(τ,yτ ).

The proof of this is a variant of the above proofs and it provides a more
direct proof of completeness and strong normality.

4.3. A Woodin Cardinal

We now wish to show that ΘL(R) is a Woodin cardinal in HODL(R). In
general, in inner model theory there is a long march up from strong cardinals
to Woodin cardinals. However, in our present context, where we have the
power of AD and are working with the special inner model HODL(R), this
next step comes almost for free.

Theorem 4.15. Assume ZF + DC + AD. Then

HODL(R) |= ΘL(R) is a Woodin cardinal.

Proof. For notational convenience let Θ = ΘL(R). To show that

HODL(R) |= ZFC + Θ is a Woodin cardinal

it suffices to show that for each T ∈ P(Θ) ∩ ODL(R), there is an ordinal δT
such that

HOD
LΘ(R)[T ]
T |= ZFC + δT is λ-T -strong,

for each λ < Θ. Since Θ is strongly inaccessible in HODL(R), HODL(R)

satisfies that V HODL(R)

Θ is a model of second-order ZFC. Thus, since T ∈

P(Θ) ∩ HODL(R) and V HODL(R)

Θ = HODLΘ(R),

HOD
LΘ(R)[T ]
T |= ZFC.

It remains to establish strength. Since this is almost exactly as before we
will just note the basic changes.
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The model LΘ(R)[T ] comes with a natural Σ1-stratification, namely,
〈

Lα(R)[T ∩ α]
∣

∣α < Θ
〉

.

Since Θ is regular in L(R) and LΘ(R) |= T0, the set
{

α < Θ | Lα(R)[T ∩ α] ≺ LΘ(R)[T ]
}

contains a club in Θ. To see this is note that for each n < ω,

Cn =
{

α < Θ | Lα(R)[T ∩ α] ≺n LΘ(R)[T ]
}

is club (by Replacement) and, since Θ is regular,
⋂

{Cn | n < ω} is club.
Thus, there are arbitrarily large α < Θ such that

Lα(R)[T ∩ α] |= T0.

For this reason ODT , <ODT
and HODT are Σ1-definable in LΘ(R)[T ] exactly

as before. (Here, as usual, we are working in the language of set theory
supplemented with a predicate for T , which is assumed to be allowed in all
of our definability calculations.)

Let

δT = the least λ such that Lλ(R)[T ∩ λ] ≺1 LΘ(R)[T ].

As will be evident, the relevant facts concerning δ
∼

2
1 carry over to the present

context. For example, δT is the least ordinal λ such that

Lλ(R)[T ∩ λ] ≺
R∪{R}
1 LΘ(R)[T ].

The function FT : δT → LδT (R)[T ∩ δT ] is defined as before as follows:
Work in T0. Suppose that FT ↾δ is defined. Let ϑ(δ) be least such that

Lϑ(δ)(R)[T ∩ ϑ(δ)] |= T0 and there is an X ∈ Lϑ(δ)(R)[T ∩ ϑ(δ)] ∩

OD
Lϑ(δ)(R)[T∩ϑ(δ)]

T and

(⋆) there is a Σ1-formula ϕ and a real z such that

Lϑ(δ)(R)[T ∩ ϑ(δ)] |= ϕ[z,X, δT , T ∩ ϑ(δ),R]

and for all δ̄ < δ,

Lϑ(δ)(R)[T ∩ ϑ(δ)] 6|= ϕ[z, F (δ̄), δ̄, T ∩ ϑ(δ),R]
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(if such an ordinal exists) and then let FT (δ) be the (<ODT
)Lϑ(δ)(R)[T∩ϑ(δ)]-least

X such that (⋆).
The proof of the Reflection Theorem carries over exactly as before to

establish the following: For all X ∈ OD
LΘ(R)[T ]
T , for all Σ1-formulas ϕ, and

for all z ∈ ωω if
LΘ(R)[T ] |= ϕ[z,X, δT , T,R]

then there exists a δ < δT such that

LΘ(R)[T ] |= ϕ[z, FT (δ), δ, T ∩ δ,R].

Let UT
X be a universal Σ1(LΘ(R)[T ], {X, δT , T,R}) set of reals and, for

δ < δT , let UT
δ be the universal Σ1(LΘ(R)[T ], {FT (δ), δ, T∩δ,R}) set obtained

by using the same definition. For z ∈ UT
X , let STz = {δ < δT | z ∈ UT

δ } and
set

F
T
X = {S ⊆ δT | ∃z ∈ UT

X (STz ⊆ S)}.

As before, F T
X is a countably complete filter and in the Reflection Theorem

we can reflect to F T
X -many points δ < δT and allow parameters A ⊆ δT and

f : δT → δT .
Fix an ordinal λ < Θ. By the results of Section 3.3, there is an OD

LΘ(R)[T ]
T -

prewellordering 6λ of ωω of length λ. Our interest is in applying the Reflec-
tion Theorem to

X = (6λ, λ).

Working in LΘ(R)[T ], for each S ⊆ δT , let GX
T (S) be the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

with the following winning conditions: Main Rule: For all i < ω, (x)i, (y)i ∈
UT
X . If the rule is violated then, letting i be the least such that either (x)i 6∈

UT
X or (y)i 6∈ UT

X I wins if (x)i ∈ UT
X ; otherwise II wins. If the rule is satisfied

then, letting δ be least such that for all i < ω, (x)i, (y)i ∈ UT
δ , I wins iff

δ ∈ S.
Now set

µTX = {S ⊆ δT | I wins GX
T (S)}.

Notice that µTX ∈ OD
LΘ(R)[T ]
T . As before F T

X ⊆ µTX and µTX is a δT -complete
ultrafilter.
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Let

S0 = {δ < δT |FT (δ) = (6δ, λδ) where 6δ is a

prewellordering of length λδ and Lλδ
(R)[T ∩ λδ] |= T0}.

By reflection, S0 ∈ F T
X .

As before we say that µTX is strongly normal iff whenever f : S0 → δT is
such that

{δ ∈ S0 | f(δ) < λδ} ∈ µTX

then there exists a t ∈ ωω such that

{δ ∈ S0 | f(δ) = ft(δ)} ∈ µTX .

The proof that µTX is strongly normal is exactly as before. As in the
proof of Lemma 4.8 we can use µTX to take the ultrapower of HODLΘ(R)[T ].
In LΘ(R)[T ] form

(

HOD
LΘ(R)[T ]
T

)δT
/

µTX .

As before we get an elementary embedding

jλ : HOD
LΘ(R)[T ]
T → M,

where M is the transitive collapse of the ultrapower. By completeness, this
embedding has critical point δT and as in Lemma 4.10 the canonical functions
witness that jλ(δT ) > λ. Assuming further that λ is such that

Lλ(R)[T ∩ λ] ≺1 LΘ(R)[T ]

we have that
HOD

LΘ(R)[T ]
T ⊆Mλ.

As before, strong normality implies that

ρ : λ→
∏

λδ/µ
T
X

|t|6λ
7→ [ft]µT

X

is an isomorphism. It remains to establish T -strength, that is,

|t|6λ
∈ T ∩ λ iff {δ < δT | ft(δ) ∈ T ∩ λδ} ∈ µTX .

The point is that both
|t|6λ

∈ T ∩ λ
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and
|t|6λ

6∈ T ∩ λ

are Σ1(LΘ(R)[T ], {X, δT , T,R}) and so the result follows by the Reflection
Theorem (Theorem 4.6) and the fact that F T

X ⊆ µTX .
Thus,

HOD
LΘ(R)[T ]
T |= ZFC + δT is λ-T -strong,

which completes the proof.

In the above proof DC was only used in one place—to show that the ultra-
powers were well-founded (Lemma 4.8). This was necessary since although
the ultrapowers were ultrapowers of HOD and HOD satisfies AC, the ultra-
powers were “external” (in that the associated ultrafilters were not in HOD)
and so we had to assume DC in V to establish well-foundedness. However,
this use of DC can be eliminated by using the extender formulation of being
a Woodin cardinal. In this way one obtains strength through a network of
“internal” ultrapowers (that is, via ultrafilters that live in HOD) and this
enables one to bypass the need to assume DC in V . We will take this route
in the next section.

5. Woodin Cardinals in General Settings

Our aim in this section is to abstract the essential ingredients from the pre-
vious construction and prove two abstract theorems on Woodin cardinals in
general settings, one that requires DC and one that does not.

The first abstract theorem will be the subject of Section 5.1:

Theorem 5.1. Assume ZF + DC + AD. Suppose X and Y are sets. Let

ΘX,Y = sup{α | there is an ODX,Y surjection π : ωω → α}.

Then

HODX |= ZFC + ΘX,Y is a Woodin cardinal.

There is a variant of this theorem (which we will prove in Section 5.4) where
one can drop DC and assume less determinacy, the result being that ΘX is
a Woodin cardinal in HODX . The importance of the version involving ΘX,Y

is that it enables one to show that in certain settings HODX can have many
Woodin cardinals. To describe one such key application we introduce the
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following notion due to Solovay. Assume ZF + DCR + AD + V=L(P(R))
and work in V=L(P(R)). The sequence 〈Θα | α 6 Ω〉 is defined to be the
shortest sequence such that Θ0 is the supremum of all ordinals γ for which
there is an OD surjection of ωω onto γ, Θα+1 is the supremum of all ordinals
γ for which there is an OD surjection of P(Θα) onto γ, Θλ = supα<λ Θα for
nonzero limit ordinals λ 6 Ω, and ΘΩ = Θ.

Theorem 5.2. Assume ZF + DCR + AD + V=L(P(R)). Then for each

α < Ω,

HOD |= ZFC + Θα+1 is a Woodin cardinal.

The second abstract theorem provides a template that one can use in
various contexts to generate inner models containing Woodin cardinals.

Theorem 5.3 (Generation Theorem). Assume ZF. Suppose

M = LΘM
(R)[T,A,B]

is such that

(1) M |= T0,

(2) ΘM is a regular cardinal,

(3) T ⊆ ΘM ,

(4) A = 〈Aα | α < ΘM〉 is such that Aα is a prewellordering of the reals of

length greater than or equal to α,

(5) B ⊆ ωω is nonempty, and

(6) M |= Strategic determinacy with respect to B.

Then

HODM
T,A,B |= ZFC + There is a T -strong cardinal.

The motivation for the statement of the theorem—in particular, the no-
tion of “strategic determinacy”—comes from the attempt to run the con-
struction of Section 4.2 using lightface determinacy alone. In doing this one
must simulate enough boldface determinacy to handle the real parameters
that arise in that construction. To fix ideas we begin in Section 5.2 by ex-
amining a particular lightface setting, namely, L[S, x] where S is a class of
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ordinals. Since (ODS,x)
L[S,x] = L[S, x] and L[S, x] satisfies AC one cannot

have boldface determinacy in L[S, x]. However, by assuming full determi-
nacy in the background universe, strong forms of lightface determinacy hold
in L[S, x], for an S-cone of x. (The notion of an S-cone will be defined in
Section 5.2). We will extract stronger and stronger forms of lightface de-
terminacy until ultimately we reach the notion of “strategic determinacy”,
which is sufficiently rich to simulate boldface determinacy and drive the con-
struction. With this motivation in place we will return to the general setting
in Section 5.3 and prove the Generation Theorem. Finally, in Section 5.4 we
will use the Generation Theorem as a template reprove the theorem of the
previous section in ZF + AD and to deduce a number of special cases, two of
which are worth mentioning here:

Theorem 5.4. Assume ZF + AD. Then for an S-cone of x,

HOD
L[S,x]
S |= ZFC + ω

L[S,x]
2 is a Woodin cardinal.

Theorem 5.5. Assume ZF + AD. Suppose Y is a set and a ∈ H(ω1). Then

for a Y -cone of x,

HODY,a,[x]Y |= ZFC + ω
HODY,a,x

2 is a Woodin cardinal,

where [x]Y = {z ∈ ωω | HODY,z = HODY,x}.

(The notion of a Y -cone will be defined in Section 5.4). In Section 6 these two
results will be used as the basis of a calibration of the consistency strength
of lightface and boldface definable determinacy in terms of the large cardinal
hierarchy. The second result will also be used to reprove and generalize
Kechris’ classical result that ZF + AD implies that DC holds in L(R). For
this reason it is important to note that the theorem does not presuppose DC.

5.1. First Abstraction

Theorem 5.6. Assume ZF + DC + AD. Suppose X and Y are sets. Then

HODX |= ZFC + ΘX,Y is a Woodin cardinal.

Proof. By Theorem 3.9,

HODX,Y |= ΘX,Y is strongly inaccessible
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and so
HODX |= ΘX,Y is strongly inaccessible.

A direct approach to showing that in addition

HODX |= ΘX,Y is a Woodin cardinal

would be to follow Section 4.3 by showing that for each T ∈ P(ΘX,Y )∩ODX

there is an ordinal δT such that

HODX ∩ VΘX,Y
|= δT is λ-T -strong

for each λ < ΘX,Y . However, such an approach requires that for each
λ < ΘX,Y , there is a prewellordering of ωω of length λ which is OD in
LΘX,Y

(R)[T ] and in our present, more general setting we have no guarantee
that this is true. So our strategy is to work with a larger model (where such
prewellorderings exist), get the ultrafilters we need, and then pull them back
down to LΘX,Y

(R)[T ] by Kunen’s theorem (Theorem 3.11).
We will actually first show that

HODX,Y |= ΘX,Y is a Woodin cardinal.

Let T be an element of P(ΘX,Y ) ∩ ODX,Y and let (by Lemma 3.7)

A = 〈Aα | α < ΘX,Y 〉

be an ODX,Y sequence such that each Aα is a prewellordering of ωω of length
α. We will work with the structure

LΘX,Y
(R)[T,A]

and the natural hierarchy of structures that it provides.
To begin with we note some basic facts. First, notice that

ΘX,Y = (ΘT,A)L(R)[T,A] = ΘL(R)[T ][A].

(For the first equivalence we have

(ΘT,A)L(R)[T,A] > ΘX,Y

because of A and we have

(ΘT,A)L(R)[T,A] 6 ΘX,Y
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because L(R)[T,A] is ODX,Y . The second equivalence holds since every ele-

ment in L(R)[T,A] is OD
L(R)[T ][A]
T,A,y for some y ∈ ωω. So the “averaging over

reals” argument of Lemma 3.8 applies.) It follows that our earlier arguments
generalize. For example, by the proof of Theorem 3.10,

ΘX,Y is strongly inaccessible in HODL(R)[T,A]

and
ΘX,Y is regular in L(R)[T,A].

(Note that ΘX,Y need not be regular in V . For example, assuming ZF +
DC + ADR, Θ0 has cofinality ω in V .) Moreover, the proof of Lemma 2.21
shows that

LΘX,Y
(R)[T,A] |= T0

and the proof of Lemma 2.23 shows that

LΘX,Y
(R)[T,A] ≺1 L(R)[T,A].

This implies (in conjunction with the fact that ΘX,Y is regular in L(R)[T,A])
that

{α < ΘX,Y | Lα(R)[T ↾α,A↾α] ≺ LΘX,Y
(R)[T,A]}

is club in ΘX,Y and hence that each such level satisfies T0.
So we are in exactly the situation of Section 4.3 except that now the

prewellorderings are explicitly part of the structure. The proof of Theorem
4.15 thus shows that: For each T ∈ P(ΘX,Y ) ∩ ODX,Y there is an ordinal
δT,A such that

HOD
LΘX,Y

(R)[T,A]

T,A |= δT,A is λ-T -strong

for each λ < ΘX,Y , as witnessed by an ultrafilter µTλ on δT,A. These ultrafilters

are OD
LΘX,Y

(R)[T,A]

T,A .

The key point is that all of these ultrafilters µTλ are actually OD by
Kunen’s theorem (Theorem 3.11). This is where DC is used.

Now we return to the smaller model LΘX,Y
(R)[T ]. Since ΘX,Y is strongly

inaccessible in HODX there is a set H ∈ P(ΘX,Y )LΘX,Y
(R)[T ] such that

HODX ∩ VΘX,Y
= LΘX,Y

[H ].

We may assume without loss of generality that H is folded into T . Thus

HOD
LΘX,Y

(R)[T ]

T = HODX ∩ VΘX,Y
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and this structure contains all of the ultrafilters µTλ . These ultrafilters can
now be used (as in the proof of Lemma 4.8) to take the ultrapower and so
we have

HOD
LΘX,Y

(R)[T ]

T |= δT,A is λ-T -strong,

which completes the proof.

5.2. Strategic Determinacy

Let us now turn to the Generation Theorem. We shall begin by motivating
the notion of “strategic determinacy” by examining the special case of L[S, x]
where S is a class of ordinals.

For x ∈ ωω, the S-degree of x is [x]S = {y ∈ ωω | L[S, y] = L[S, x]}. The
S-degrees are the sets of the form [x]S for some x ∈ ωω. Let DS = {[x]S |
x ∈ ωω}. Define x 6S y to hold iff x ∈ L[S, y] and define the notions x ≡S y,
x <S y, x >S y, [x]S 6S [y]S in the obvious way. A cone of S-degrees is a set
of the form {[y]S | y >S x0} for some x0 ∈ ωω. An S-cone of reals is a set
of form {y ∈ ωω | y >S x0} for some x0 ∈ ωω. The cone filter on DS is the
filter consisting of sets of S-degrees that contain a cone of S-degrees. Given
a formula ϕ(x) we say that ϕ holds for an S-cone of x if there is a real x0

such that for all y >S x0, L[S, y] |= ϕ(y). The proof of the Cone Theorem
(Theorem 2.9) generalizes.

Theorem 5.7 (Martin). Assume ZF + AD. The cone filter on DS is an

ultrafilter.

Proof. For A ⊆ DS consider the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where I wins iff [x∗y]S ∈ A. If I has a winning strategy σ0 then σ0 witnesses
that A is in the S-cone filter since for y >S σ0, [y]S = [σ0∗y]S ∈ A. If II has
a winning strategy τ0 then τ0 witnesses that DS r A is in the S-cone filter
since for x >S τ0, [x]S = [x∗τ 0]S ∈ DS rA.

It follows that each statement ϕ either holds on an S-cone or fails on an S-
cone. In fact, the entire theory stabilizes. However, in order to fully articulate
this fact one needs to invoke second-order assumptions (like the existence of
a satisfaction relation). Without invoking second-order assumptions one has
the following:
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Corollary 5.8. Assume ZF + AD. For each n < ω, there is an xn such that

for all x >S xn,
L[S, x] |= ϕ iff L[S, xn] |= ϕ,

for all Σ1
n-sentences ϕ.

Proof. Let 〈ϕi | i < ω〉 enumerate the Σ1
n-sentences of the language of set

theory and, for each i, let yi be the base of an S-cone settling ϕi. Now using
ACω(R) (which is provable in ZF + AD) let xn encode 〈yi | i < ω〉.

A natural question then is: “What is the stable theory?”

Theorem 5.9. Assume ZF + AD. Then for an S-cone of x,

L[S, x] |= CH.

Proof. Suppose for contradiction (by Theorem 5.7) that ¬CH holds for an
S-cone of x. Let x0 be the base of this cone.

We will arrive at a contradiction by producing an x >S x0 such that
L[S, x] |= CH. This will be done by forcing over L[S, x0] in two stages, first
to get CH and then to get a real coding this generic (while preserving CH).
It will be crucial that the generics actually exist.

Claim. ωV1 is strongly inaccessible in any inner model M of AC.

Proof. We first claim that there is no ωV1 -sequence of distinct reals: Let
µ be the club filter on ωV1 . By Solovay’s theorem (Theorem 2.12, which
doesn’t require DC) µ is a countably complete ultrafilter on ωV1 . Suppose
〈aα | α < ωV1 〉 is a sequence of characteristic functions for distinct reals. By
countable completeness there is a µ-measure one set Xn of elements of this
sequence that agree on their nth-coordinate. Thus,

⋂

n<ωXn has µ-measure
one, which is impossible since it only has one member.

It follows that for each γ < ωV1 , (2γ)M < ωV1 since otherwise (γ being
countable) there would be an ωV1 sequence of distinct reals. Since ωV1 is
clearly regular in M the result follows.

Step 1. Let G be L[S, x0]-generic for Col(ω
L[S,x0]
1 ,RL[S,x0]). (By the Claim

this generic exists in V ). So

L[S, x0][G] |= CH and RL[S,x0][G] = RL[S,x0].
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The trouble is that L[S, x0][G] is not of the form L[S, x] for x ∈ R. (We
could code G via a real by brute force but doing so might destroy CH. A
more delicate approach is needed.)

Step 2. Code G using almost disjoint forcing: First, view G as a subset of
ω
L[S,x0]
1 by letting A ⊆ ω

L[S,x0]
1 be such that

L[S, x0][G] = L[S, x0, A].

Now let
〈σα | α < ω

L[S,x0]
1 〉 ∈ L[S, x0]

be a sequence of infinite almost disjoint subsets of ω (that is, such that if
α 6= β then σα∩σβ is finite). By almost disjoint forcing, in L[S, x0, A] there is

a c.c.c. forcing PA of size ω
L[S,x0,A]
1 such that if H ⊆ PA is L[S, x0, A]-generic

then there is a c(A) ⊆ ω such that

α ∈ A iff c(A) ∩ σα is infinite.

(See [1, pp.267-8] for details concerning this forcing notion.) Also

L[S, x0, A][H ] = L[S, x0, A][c(A)] = L[S, x0, c(A)].

Finally,
L[S, x0, c(A)] |= CH

as PA is c.c.c., |PA| = ω
L[S,x0,A]
1 , and L[S, x0, A] |= CH, and so there are, up

to equivalence, only ω
L[S,x0,A]
1 -many names for reals.

Corollary 5.10. Assume ZF + AD. For an S-cone of x,

L[S, x] |= GCH below ωV1 .

Proof. Let x0 be such that for all x >S x0,

L[S, x] |= CH.

Fix x >S x0. We claim that L[S, x] |= GCH below ωV1 : Suppose for con-
tradiction that there is a λ < ωV1 such that L[S, x] |= 2λ > λ+. Let
G ⊆ Col(ω, λ) be L[S, x]-generic. Thus L[S, x][G] |= ¬CH. But L[S, x][G] =
L[S, y] for some real y and so L[S, x][G] |= CH.
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A similar proof shows that ♦ holds for an S-cone of x, the point being
that adding a Cohen subset of ω1 forces ♦ and this forcing is c.c.c. and of
size ω1. See [1], Exercises 15.23 and 15.24.

5.11 Conjecture. Assume ZF + AD. For an S-cone of x,

L[S, x] ∩ VωV
1

is an “L-like” model in that it satisfies Condensation, �, Morasses, etc.

Corollary 5.10 tells us that for an S-cone of x,

ΘL[S,x] = (c+)L[S,x] = ω
L[S,x]
2 .

Thus, to prove that for an S-cone of x,

L[S, x] |= ω2 is a Woodin cardinal in HODS,

we can apply our previous construction concerning Θ provided we have
enough determinacy in L[S, x].

Theorem 5.12 (Kechris and Solovay). Assume ZF + AD. For an S-cone of

x,
L[S, x] |= ODS-determinacy.

Proof. Play the following game

I a, b
II c, d

where, letting p = 〈a, b, c, d〉, I wins if L[S, p] 6|= ODS-determinacy and
L[S, p] |= “a∗d ∈ Ap”, where Ap is the least (in the canonical ordering)

undetermined OD
L[S,p]
S set in L[S, p]. In such a game the reals are played

so as to be “interleaved” in the pattern (a(0), c(0), b(0), d(0), . . . ). Here the
two players are to be thought of as cooperating to determine the playing
field L[S, p] in which they will simultaneously play (via a and d) an auxil-
iary round of the game on the least undetermined ODS set Ap (assuming, of
course, that such a set exists, as I is trying to ensure.)

Case 1: I has a winning strategy σ0.

We claim that for all x >S σ0, L[S, x] |= ODS-determinacy, which con-
tradicts the assumption that σ0 is a winning strategy for I. For consider such
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a real x and suppose for contradiction that L[S, x] 6|= ODS-determinacy. As

above let Ax ∈ OD
L[S,x]
S be least such that Ax is not determined. We will

arrive at a contradiction by deriving a winning strategy σ for I in Ax from
the strategy σ0. Run the game according to σ0 while having Player II feed
in x for c and playing some auxiliary play d ∈ L[S, x]. This ensures that the
resulting model L[S, p] that the two players jointly determine is just L[S, x]
and so Ap = Ax. We can now derive a winning strategy σ for I in Ax from
σ0 as follows: For d ∈ L[S, x], let σ be the strategy such that (σ∗d)I is the a
such that (σ0∗〈x, d〉)I = 〈a, b〉.

(It is crucial that we have II play c = x and d ∈ L[S, x] since otherwise we
would get a∗d ∈ Ap for varying p. By having II play c = x and d ∈ L[S, x], II
has “steered into the right model”, namely L[S, x], and we have “fixed” the
set Ax. This issue will become central later on when we refine this proof.)

Case 2: II has a winning strategy τ0.

We claim that for x >S τ0, L[S, x] |= ODS-determinacy. This is as above
except that now we run the game according to τ0, having I steer into L[S, x]
by playing x for b and some a ∈ L[S, x]. Then, as above, we derive a winning
strategy for I in ωω r Ax and hence a winning strategy τ for II in Ax.

To drive the construction of a model containing a Woodin cardinal we
need more than ODS-determinacy since some of the games in the construction
are definable in a real parameter. Unfortunately, we cannot hope to get

L[S, x] |= ODS,y-determinacy

for each y since (ODS,x)
L[S,x] = L[S, x] and L[S, x] is a model of AC. Nev-

ertheless, it is possible to have ODS,y-determinacy in L[S, x] for certain spe-
cially chosen reals y. There is therefore hope of approximating a sufficient
amount of boldface definable determinacy to drive the construction. To make
precise the approximation we need, we introduce the notion of a “prestrat-
egy”.

Let A and B be sets of reals. A prestrategy for I (respectively II ) in A
is a continuous function f such that for all x ∈ ωω, f(x) is a strategy for I
(respectively II) in A. A prestrategy f in A (for either I or II) is winning

with respect to the basis B if, in addition, for all x ∈ B, f(x) is a winning
strategy in A. The strategic game with respect to the predicates P1, . . . , Pk
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and the basis B is the game SGB
P0,...,Pk

I A0 · · · An · · ·
II f0 · · · fn · · ·

where we require

(1) A0 ∈ P(ωω) ∩ ODP0,...,Pk
, An+1 ∈ P(ωω) ∩ ODP0,...,Pk,f0,...,fn and

(2) fn is a prestrategy for An that is winning with respect to B,

and II wins iff II can play all ω rounds. We say that strategic definable

determinacy holds with respect to the predicates P0, . . . , Pk and the basis B
(STB

P0,...,Pk
-determinacy) if II wins SGB

P0,...,Pk
and we say that strategic defin-

able determinacy for n moves holds with respect to the predicates P0, . . . , Pk
and the basis B (STB

P0,...,Pk
-determinacy for n moves) if II can play n rounds

of SGB
P0,...,Pk

. When these parameters are clear from context we shall often
simply refer to SG and ST-determinacy.

In the context of L[S, x] the predicate will be S and the basis B will be
the S-degree of x. Thus to say that L[S, x] satisfies STB

S -determinacy (or
ST-determinacy for short) is to say that II can play all rounds of the game

I A0 · · · An · · ·
II f0 · · · fn · · ·

where we require

(1) A0 ∈ P(ωω) ∩ OD
L[S,x]
S , An+1 ∈ P(ωω) ∩ OD

L[S,x]
S,f0,...,fn

, and

(2) fn ∈ L[S, x] is a prestrategy for An that is winning with respect to [x]S.

The ability to survive a single round of this game implies that L[S, x] sat-
isfies ODS-determinacy. So this notion is indeed a generalization of ODS-
determinacy.

Before turning to the main theorems, some remarks are in order. First,
notice that the games STB

P0,...,Pk
are closed for Player II, hence determined.

The only issue is whether II wins.
Second, notice also that if I wins then I has a canonical strategy. This

can be seen as follows: Player I can rank partial plays, assigning rank 0 to
partial plays in which he wins; Player I can then play by reducing rank. The
result is a quasi-strategy that is definable in terms of the tree of partial plays
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which in turn is ordinal definable. Since I is essentially playing ordinals this
quasi-strategy can be converted into a strategy in a definable fashion. We
take this to be I’s canonical strategy.

Third, notice that each prestrategy can be coded by a real number in a
canonical manner. We assume that such a coding has been fixed and, for
notational convenience, we will identify a prestrategy with its code.

Fourth, it is important to note that if II is to have a hope of winning then
we must allow II to play prestrategies and not strategies. To see this, work in
L[S, x] and consider the variant of SGB

S where we have II play strategies τ0,
τ1, . . . instead of prestrategies. The set A0 = {y ∈ ωω | L[S, yeven] = L[S, x]}

is OD
L[S,x]
S and hence a legitimate first move for I. But then II’s response must

be a winning strategy for I in A0 since I can win a play of A0 by playing x.
However, OD

L[S,x]
S,τ0

= L[S, x] and so in the next round I is allowed to play
any A1 ∈ L[S, x]. But then II cannot hope to always respond with a winning
strategy since L[S, x] 6|= AD. The upshot is that if II is to have a hope of
winning a game of this form then we must allow II to be less committal.

Fifth, although one can use a base B which is slightly larger than [x]S,
the previous example motivates the choice of B = [x]S. Let A0 be as in the
previous paragraph and let f0 be II’s response. By the above argument, it
follows that for all z ∈ B, 〈f0, z〉 ∈ [x]S and so in a sense we are “one step
away” from showing that one must have B ⊆ [x]S .

Finally, as we shall show in the next section, for every OD basis B ⊆ ωω

there is an OD set A ⊆ ωω such that there is no OD prestrategy which is
winning for A with respect to B (Theorem 6.11). Thus, for each basis B,
STB-determinacy does not trivially reduce to OD-determinacy.

Theorem 5.13. Assume ZF + AD. Then for an S-cone of x, for each n,

L[S, x] |= STB
S -determinacy for n moves,

where B = [x]S .

Theorem 5.14. Assume ZF + DCR + AD. Then for an S-cone of x,

L[S, x] |= STB
S -determinacy,

where B = [x]S .

Proofs of theorems 5.13 and 5.14. Assume toward a contradiction that the
statement of Theorem 5.14 is false. By Theorem 5.7, there is a real x0 such
that if x >T x0,

L[S, x] |= I wins SG ,
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(where here and below we drop reference to S and B since these are fixed
throughout). For x >T x0, let σx be I’s canonical winning strategy in SGL[S,x].
Note that the strategy depends only on the model, that is, if y ≡S x then
σy = σx.

Our aim is to construct a sequence of games G0, G1, . . . , Gn, . . . such that
the winning strategies (for whichever player wins) enable us to define, for
an S-cone of x, prestrategies fx0 , f

x
1 , . . . , f

x
n , . . . which constitute a non-losing

play against σx in SGL[S,x].

Step 0. Consider (in V ) the game G0

I a, b
II c, d

where, letting p = 〈a, b, c, d, x0〉 and Ap0 = σp(∅), I wins iff a∗d ∈ Ap0. Notice
that by including x0 in p we have ensured that σp is defined and hence that
the winning condition makes sense. In this game I and II are cooperating to
steer into the model L[S, p] and they are simultaneously playing (via a and
d) an auxiliary round of the game Ap0, where Ap0 is I’s first move according
to the canonical strategy in the strategic game SGL[S,p]. I wins a round iff I
wins the auxiliary round of this auxiliary game.

Claim 1. There is a real x1 such that for all x >S x1 there is a prestrategy
fx0 that is a non-losing first move for II against σx in SGL[S,x].

Proof. Case 1: I has a winning strategy σ0 in G0.

For x >T σ0, let fx0 be the prestrategy derived from σ0 by extracting
the response in the auxiliary game where we have II feed in y for c, that
is, for y ∈ (ωω)L[S,x] let fx0 (y) be such that fx0 (y)∗d = a∗d where a is such
that (σ0∗〈y, d〉)I = 〈a, b〉. Note that fx0 ∈ L[S, x] as it is definable from
σ0. Let x1 = 〈σ0, x0〉 and for x >S x1 let Ax0 = σx(∅). We claim that
for x >S x1, fx0 is a prestrategy for I in Ax0 that is winning with respect to
{y ∈ ωω | L[S, y] = L[S, x]}, that is, fx0 is a non-losing first move for II against
σx in SGL[S,x]. To see this fix x >S x1 and y such that L[S, y] = L[S, x] and
consider d ∈ L[S, x]. The value fx0 (y) of the prestrategy was defined by
running G0, having II feed in y for c:

I a, b
II y, d
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By our choice of y and d, we have solved the “steering problem”, that is, we
have L[S, p] = L[S, x] and Ap0 = Ax0 where p = 〈a, b, y, d, x0〉. Now, fx0 is such
that fx0 (y)∗d = a∗d where a is such that (σ0∗〈y, d〉)I = 〈a, b〉. Since σ0 is
winning for I, we have fx0 (y)∗d = a∗d ∈ Ap0 = Ax0 .

Case 2: II has a winning strategy τ0 in G0.

Let fx0 be the prestrategy derived from τ0 by extracting the response in
the auxiliary game where we have I feed in y for b, that is, for y ∈ (ωω)L[S,x] let
fx0 (y) be such that a∗fx0 (y) = a∗d where d is such that (〈a, y〉∗τ0)II = 〈c, d〉.
Let x1 = 〈τ0, x0〉 and for x >S x1 let Ax0 = σx(∅). As before, we have that
for x >S x1, fx0 is a prestrategy for II in Ax0 that is winning with respect
to {y ∈ ωω | L[S, y] = L[S, x]}, that is, fx0 is a non-losing first move for II
against σx in SGL[S,x].

Let x1 be as described in whichever case holds.

Step n+1. Assume that we have defined games G0, . . . , Gn, reals x0, . . . ,
xn+1 such that x0 6S x1 6S · · · 6S xn+1, and prestrategies fx0 , . . . , f

x
n which

depend only on the degree of x and such that for all x >S xn+1,

fx0 , . . . , f
x
n

is a non-losing partial play for II against σx in SGL[S,x].
Consider (in V ) the game Gn+1

I a, b
II c, d

where, letting p = 〈a, b, c, d, xn+1〉 and Apn+1 be I’s response via σp to the
partial play f p0 , . . . , f

p
n, I wins iff a∗d ∈ Apn+1. Notice that we have included

xn+1 in p to ensure that σp, f p0 , . . . , f
p
n are defined and hence that the winning

condition makes sense. In this game I and II are cooperating to steer into the
model L[S, p] and they are simultaneously playing an auxiliary round (via a
and d) on Apn+1, where Apn+1 is I’s response via σp to II’s non-losing partial

play f p0 , . . . , f
p
n in the strategic game SGL[S,p]. I wins a round iff he wins the

auxiliary round of this auxiliary game.

Claim 2. There is a real xn+2 such that for all x >S xn+2 there is a prestrat-
egy fxn+1 such that fx0 , . . . , f

x
n , f

x
n+1 is a non-losing partial play for II against

σx in SGL[S,x].
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Proof. Case 1: I has a winning strategy σn+1 in Gn+1.

Let fxn+1 be the prestrategy derived from σn+1 by extracting the response
in the auxiliary game, that is, for y ∈ (ωω)L[S,x] let fxn+1(y) be such that
fxn+1(y)∗d = a∗d where a is such that (σn+1∗〈y, d〉)I = 〈a, b〉. Let xn+2 =
〈σn+1, xn+1〉 and for x >S xn+2 let Axn+1 = σx(〈fx0 , . . . , f

x
n〉), i.e. Axn+1 is the

(n+2)nd move of I in SGL[S,x] following σx against II’s play of fx0 , . . . , f
x
n . As

in Claim 1, fxn+1 is a prestrategy for I in Axn+1 that is winning with respect
to {y ∈ ωω | L[S, y] = L[S, x]}, that is, fxn+1 is a non-losing (n + 2)nd move

for II against σx in SGL[S,x].

Case 2: II has a winning strategy τn+1 in Gn+1.

Let fxn+1 be the prestrategy derived from τn+1 by extracting the response
in the auxiliary game, that is, for y ∈ (ωω)L[S,x] let fxn+1(y) be such that
a∗fxn+1(y) = a∗d where d is such that (〈a, y〉∗τn+1)II = 〈c, d〉. Let xn+2 =
〈τn+1, xn+1〉 and for x >S xn+2 let Axn+1 = σx(〈fx0 , . . . , f

x
n〉), as above. As

before, we have that for x >S xn+2, f
x
n+1 is a prestrategy for II in Axn+1 that

is winning with respect to {y ∈ ωω | L[S, y] = L[S, x]}, that is, fxn+1 is a

non-losing (n + 2)nd move for II against σx in SGL[S,x].
Let xn+2 be as described in whichever case holds.

Finally, using DCR, we get a sequence of reals x0, . . . , xn, . . . and pre-
strategies fx0 , . . . , f

x
n , . . . as in each of the steps. Letting x∞ >S xn, for all

n, we have that for all x >S x
∞, fx0 , . . . , f

x
n , . . . is a non-losing play for II

against σx in SGL[S,x], which is a contradiction. This completes the proof of
Theorem 5.14.

For Theorem 5.13 simply note that DCR is not needed to define the finite
sequences x0, . . . , xn, xn+1 and fx0 , . . . , f

x
n for x >S xn+1 (as these prestrate-

gies are definable from x0, . . . , xn, xn+1).

5.3. Generation Theorem

In the previous section we showed (assuming ZF + AD) that for an S-cone
of x,

L[S, x] |= ODS-determinacy,

and (even more) that for each n,

L[S, x] |= STB
S -determinacy for n moves,



5. Woodin Cardinals in General Settings 110

where B = [x]S. It turns out that for a sufficiently large choice of n this
degree of determinacy is sufficient to implement the previous arguments and
show that

L[S, x] |= ω2 is a Woodin cardinal in HODS.

At this stage we could proceed directly to this result but instead, with this
motivation behind us, we return to the more general setting. The main
theorem to be proved is the Generation Theorem:

Theorem 5.15 (Generation Theorem). Assume ZF. Suppose

M = LΘM
(R)[T,A,B]

is such that

(1) M |= T0,

(2) ΘM is a regular cardinal,

(3) T ⊆ ΘM ,

(4) A = 〈Aα | α < ΘM〉 is such that Aα is a prewellordering of the reals of

length greater than or equal to α,

(5) B ⊆ ωω is nonempty, and

(6) M |= STB
T,A,B-determinacy for four moves.

Then

HODM
T,A,B |= ZFC + There is a T -strong cardinal.

The importance of the restriction to strategic determinacy for four moves
is that in a number of applications of this theorem strategic determinacy for
n moves (for each n) can be established without any appeal to DC (as for
example in Theorem 5.13) in contrast to full strategic determinacy which
(just as in Theorem 5.14) uses DCR.

The external assumption that ΘM is a regular cardinal is merely for
convenience—it ensures that there are cofinally many stages in the strati-
fication of M where T0 holds. The dedicated reader can verify that this as-
sumption can be dropped by working instead with the theory ZFN +ACω(R)
for some sufficiently large N .

The remainder of this section is devoted to a proof of the Generation
Theorem.
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Proof. Let us start by showing that HODM
T,A,B satisfies ZFC. When working

with structures of the form LΘM
(R)[T,A,B] it is to be understood that we

are working in the language of ZFC augmented with constant symbols for T ,
A, B, and R. The first step is to show that HODM

T,A,B is first-order over M .
For γ < ΘM , let

Mγ = Lγ(R)[T ↾γ, A↾γ,B],

it being understood that the displayed predicates are part of the structure.
Since ΘM is regular and M |= T0 there are cofinally many γ < ΘM such that
Mγ |= T0. So a set x ∈ M is ODM

T,A,B if and only if there is a γ < ΘM such
that Mγ |= T0 and x is definable in Mγ from ordinal parameters (and the
constant symbols for the parameters). It follows that ODM

T,A,B and HODM
T,A,B

are Σ1-definable over M (in the expanded language).
With this first-order characterization of HODM

T,A,B all of the standard
results carry over to our present setting. For example, since M |= ZF −
Power Set we have that HODM

T,A,B |= ZFC − Power Set. (The proofs that

AC holds in HODM
T,A,B and that for all α < ΘM , Vα∩HODM

T,A,B ∈ HODM
T,A,B

require that ODM
T,A,B be ordinal definable.)

Lemma 5.16. HODM
T,A,B |= ZFC.

Proof. We have seen that HODM
T,A,B |= ZFC−Power Set. Since HODM

T,A,B |=
AC it remains to show that for all λ < ΘM ,

P(λ)HODM
T,A,B ∈ HODM

T,A,B.

The point is that since M |= ODT,A,B-determinacy, for each S ∈ ODM
T,A,B ∩

P(λ) the game for coding S relative to the prewellordering Aλ is determined:
Without loss of generality, we may assume Aλ has length λ. For α < λ, let
Qκ
<α and Qκ

α be the usual objects defined relative to Aλ. For e ∈ ωω, let

Se = {α < λ | U (2)
e (Qκ

<α, Q
κ
α) 6= ∅}.

Since Aλ is trivially ODM
T,A,B the game for the Uniform Coding Lemma for

Z =
⋃

{Qκ
α × ωω | α ∈ S} is determined for each S ∈ P(λ)HODM

T,A,B . Thus,

every S ∈ P(λ)HODM
T,A,B has the form Se for some e ∈ ωω and hence

π : ωω → P(λ)HODM
T,A,B

e 7→ Se
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is an ODM
T,A,B surjection. Thus, P(λ)HODM

T,A,B ∈M and so, by our first-order

characterization, P(λ)HODM
T,A,B ∈ HODM

T,A,B.

The ordinal κ that we will show to be T -strong in HODM
T,A,B is “the least

stable in M”:

5.17 Definition. Let κ be least such that

Mκ ≺1 M.

As before the ♦-like function F : κ→Mκ is defined inductively in terms
of the least counterexample: Given F ↾δ let ϑ(δ) be least such that

Mϑ(δ) |= T0 and there is an X ∈Mϑ(δ) ∩ OD
Mϑ(δ)

T↾ϑ(δ),A↾ϑ(δ),B
and

(⋆) there is a Σ1-formula ϕ and a t ∈ ωω such that

Mϑ(δ) |= ϕ[t, X, δ,R]

and for all δ̄ < δ

Mϑ(δ) 6|= ϕ[t, F (δ̄), δ̄,R]

(if such an ordinal exists) and then let F (δ) be the <
Mϑ(δ)

OD
T↾ϑ(δ),A↾ϑ(δ),B

-least X

such that (⋆) holds.

Theorem 5.18. For all X ∈ ODM
T,A,B, for all Σ1-formulas ϕ, and for all

t ∈ ωω, if

M |= ϕ[t, X, κ,R]

then there exists a δ < κ such that

M |= ϕ[t, F (δ), δ,R].

Proof. Same as the proof of Theorem 4.6.

Our interest is in applying Theorem 5.18 to

X = (6λ, λ)

where 6λ= Aλ is the prewellordering of length λ, for λ < ΘM . Clearly X is
ODM

T,A,B.
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Let UX be a universal Σ1(M, {X, κ,R}) set of reals and, for δ < κ, let
Uδ be the reflected version (using the same definition used for U except with
F (δ) and δ in place of X and κ). For z ∈ UX , let Sz = {δ < κ | z ∈ Uδ} and
set

FX = {S ⊆ κ | ∃z ∈ UX (Sz ⊆ S)}.

As before, FX is a countably complete filter and in Theorem 5.18 we can
reflect to FX-many points δ < κ. Let

S0 = {δ < κ | F (δ) = (Aλδ
, λδ) for some λδ > δ}.

Notice that S0 ∈ FX . For notational conformity let 6δ be Aλδ
. For α < λ,

let Qκ
α be the αth-component of 6λ and, for δ ∈ S0 and α < λδ, let Qδ

α be
the αth-component of 6δ (where without loss of generality we may assume
that each Aα has length exactly α).

In our previous settings we went on to do two things. First, using the
Uniform Coding Lemma we showed that one can allow parameters of the
form A ⊆ κ and f : κ → κ in the Reflection Theorem. Second, for S ⊆ κ,
we defined the games GX(S) that gave rise to the ultrafilter extending the
reflection filter, an ultrafilter that was either explicitly OD in the background
universe (as in Section 4.3) or shown to be OD by appeal to Kunen’s theorem
(as in Section 5.1). In our present setting (where we have a limited amount
of determinacy at our disposal) we will have to manage our resources more
carefully. The following notion will play a central role.

5.19 Definition. A set x ∈M is n-good if and only if II can play n rounds
of (SGB

T,A,B,x)
M . For y ∈ M , a set x ∈ M is n-y-good if and only if (x, y) is

n-good.

Notice that if M satisfies STB
T,A,B,y-determinacy for n + 1 moves then

II’s first move f0 is n-y-good. Notice also that if x is 1-y-good then every
ODM

T,A,B,x,y set of reals is determined. For example, if S ⊆ κ is 1-good then
the game for coding S relative to Aκ using the Uniform Coding Lemma is
determined. Thus we have the following version of the Reflection Theorem.

Theorem 5.20. Suppose f : κ → κ, G ⊆ κ, S ⊆ κ and (f,G, S) is 1-good.
For all X ∈M ∩ ODM

T,A,B, for all Σ1-formulas ϕ, and for all t ∈ ωω, if

M |= ϕ[t, X, κ,R, f, G, S]

then for FX-many δ < κ,

M |= ϕ[t, F (δ), δ,R, f↾δ, G ∩ δ, S ∩ δ].
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For each S ⊆ κ, let GX(S) be the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

with the following winning conditions: Main Rule: For all i < ω, (x)i, (y)i ∈
UX . If the rule is violated, then, letting i be the least such that either
(x)i 6∈ UX or (y)i 6∈ UX , I wins if (x)i ∈ UX ; otherwise II wins. If the rule
is satisfied, then, letting δ be least such that for all i < ω, (x)i, (y)i ∈ Uδ, I
wins iff δ ∈ S.

As before, if S ∈ FX then I wins GX(S) by playing any x such that for
all i < ω, (x)i ∈ UX and for some i < ω, (x)i = z, where z is such that
Sz ⊆ S. But we cannot set

µX = {S ⊆ κ | I wins GX(S)}

since we have no guarantee that GX(S) is determined for an arbitrary S ⊆ κ.
However, if S is 1-good then GX(S) is determined. In particular, GX(S)

is determined for each S ∈ P(κ) ∩ HODM
T,A,B. Thus, setting

µ = {S ∈ P(κ) ∩ HODM
T,A,B | I wins GX(S)}

we have directly shown that κ is measurable in HODM
T,A,B.

It is useful at this point to stand back and contrast the present approach
with the two earlier approaches. In both of the earlier approaches (namely,
that of Section 4.3 and that of Section 5.1) the ultrafilters were ultrafilters in
V and seen to be complete and normal in V and the ultrafilters were ODV ,
the only difference being that in the first case the ultrafilters were directly

seen to be ODV , while in the second case they were indirectly seen to be
ODV by appeal to Kunen’s theorem (Theorem 3.11). Now, in our present
setting, there is no hope of getting such ultrafilters in V since we do not have
enough determinacy. Instead we will get ultrafilters in HODM

T,A,B. However,
the construction will still be “external” in some sense since we will be defining
the ultrafilters in V .

We also have to take care to ensure that the ultrafilters “fit together” in
such a way that they witness that κ is T -strong. In short, we will define a
(κ, λ)-pre-extender EX ∈ HODM

T,A,B, a notion we now introduce.
For n ∈ ω and z ∈ [On]n, we write z = {z1, . . . , zn}, where z1 < · · · < zn.

Suppose b ∈ [On]n and a ⊆ b is such that a = {bi1 , . . . bik}, where i1 < · · · <
ik. For z ∈ [On]n, set

za,b = {zi1 , . . . , zik}.
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Thus the elements of za,b sit in z in the same manner in which the elements
of a sit in b. For α ∈ On and X ⊆ [α]k, let

Xa,b = {z ∈ [α]n | za,b ∈ X}.

For α ∈ On and f : [α]k → V , let fa,b : [α]n → V be such that

fa,b(z) = f(za,b).

Thus we use ‘a, b’ as a subscript to indicate that za,b is the “drop of z from
b to a” and we use ‘a, b’ as a superscript to indicate that Xa,b is the “lift of
X from a to b”.

5.21 Definition. Let κ be an uncountable cardinal and let λ > κ be an
ordinal. The sequence

E = 〈Ea | a ∈ [λ]<ω〉

is a (κ, λ)-extender provided:

(1) For each a ∈ [λ]<ω,

Ea is a κ-complete ultrafilter on [κ]|a|

that is principal if and only if a ⊆ κ.

(2) (Coherence) If a ⊆ b ∈ [λ]<ω and X ∈ Ea, then Xa,b ∈ Eb.

(3) (Countable Completeness) If Xi ∈ Eai
where ai ∈ [λ]<ω for each

i < ω, then there is an order preserving map

h :
⋃

i<ω ai → κ

such that h“ai ∈ Xi for all i < ω.

(4) (Normality) If a ∈ [λ]<ω and f : [κ]|a| → κ is such that

{z ∈ [κ]|a| | f(z) < zi} ∈ Ea

for some i 6 |a|, then there is a β < ai such that

{z ∈ [κ]|a∪{β}| | f(za,a∪{β}) = zk} ∈ Ea∪{β}

where k is such that β is the kth element of a ∪ {β}.
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If conditions (1) and (2) alone are satisfied then we say that E is a (κ, λ)-
pre-extender.

We need to ensure that the ultrafilter Ea on [κ]|a| depends on a in such a
way that guarantees coherence and the other properties. The most natural
way to define an ultrafilter Ea on [κ]|a| that depends on a is as follows:

(1) For FX -almost all δ define a “reflected version” aδ ∈ [λδ]
<ω of the

“generator” a.

(2) For Y ∈ P([κ]|a|) ∩ HODM
T,A,B, let

S(a, Y ) = {δ < κ | aδ ∈ Y }

and set

Ea = {Y ∈ P([κ]|a|) ∩ HODM
T,A,B | I wins GX(S(a, Y ))}.

In other words, we regard Y as “Ea-large” if and only if it contains the
“reflected generators” on a set which is large from the point of view of the
game.

The trouble is that we have not guaranteed that S(a, Y ) is determined.
This set will be determined if it is 1-good but we have not ensured this. So
we need to “reflect” a in such a way that S(a, Y ) is 1-good. Now the most
natural way to reflect a ∈ [λ]k is as follows: Choose

(y1, . . . , yk) ∈ Qκ
a1
× · · · ×Qκ

ak

and, for δ ∈ S0, let aδ = {aδ1, a
δ
2, . . . , a

δ
k} be such that

(y1, . . . , yk) ∈ Qδ
aδ
1
× · · · ×Qδ

aδ
k
.

There is both a minor difficulty and a major difficulty with this approach.
The minor difficulty is that we have to ensure that there is no essential
dependence on our particular choice of (y1, . . . , yk). The major difficulty is
that unless (y1, . . . , yk) is 1-good we still have no guarantee that S(a, Y ) is
1-good. The trouble is that there is in general no way of choosing such 1-
good reals. However, assuming that M satisfies STB

T,A,B-determinacy for two
moves, there is a way of generating 1-good prestrategies which (for all x ∈ B)
hand us the reals we want. We will prove something slightly more general.



5. Woodin Cardinals in General Settings 117

Lemma 5.22. Assume z is (n+ 1)-good. Then for each a ∈ [λ]<ω there is a

function fa : ωω → (ωω)k such that

(1) fa is n-z-good and

(2) for all x ∈ B,

fa(x) ∈ Qκ
a1
× · · · ×Qκ

ak
,

where k = |a|.

Proof. The set

A0 = {x ∈ ωω | (xeven)i ∈ Qκ
ai+1

for all i < k}

is ODM
T,A,B and clearly I wins A0. Let A0 be I’s first move in (SGB

T,A,B,z)
M

and let f0 be II’s response. Notice that f0 is n-z-good. We have

∀x ∈ B ∀y ∈ ωω
(

f0(x)∗y ∈ A0

)

and hence

∀x ∈ B ∀y ∈ ωω
(

((f0(x)∗y)even)i ∈ Qκ
ai+1

for all i < k
)

.

Thus the function

fa : ωω → (ωω)k

x 7→

{

(

((f0(x)∗0)even)0, . . . , ((f0(x)∗0)even)k−1

)

if x ∈ B

0 otherwise

is n-z-good (since it is definable from the n-z-good object f0) and has the
desired property.

5.23 Definition. Assume M satisfies STB
T,A,B-determinacy for two moves.

For a ∈ [λ]<ω, we call a 1-good function fa : ωω → (ωω)|a| given by Lemma
5.22, a 1-good code for a.

The importance of a 1-good code fa is twofold. First, any game defined
in terms of fa is determined. Second, for FX -almost all δ a 1-good code fa
selects a reflected version aδ of a in a manner that is independent of x ∈ B;
moreover, we can demand that aδ inherits any Σ1(M, {X, κ,R})-property
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that a has. To see this, consider a statement such as the following: For all
x, x′ ∈ B, if α1, . . . , αk are such that

fa(x) ∈ Qκ
α1

× · · · ×Qκ
αk

then
fa(x

′) ∈ Qκ
α1

× · · · ×Qκ
αk

and
α1 < · · · < αk.

This is a true Σ1(M, {X,R, κ}) statement. Thus, for FX -almost all δ, the
statement reflects.

5.24 Definition. Suppose a ∈ [λ]<ω and fa is a 1-good code for a. Let

S0(fa) =
{

δ < κ | ∀x, x′ ∈ B ∀α1, . . . , αk (fa(x) ∈ Qδ
α1

× · · · ×Qδ
αk

→ fa(x
′) ∈ Qδ

α1
× · · · ×Qδ

αk
∧ α1 < · · · < αk)

}

.

Notice that S0(fa) ∈ FX and S0(fa) is ODM
T,A,B,fa

.

5.25 Definition. Suppose a ∈ [λ]<ω and fa is a 1-good code for a. For
δ ∈ S0(fa) and some (any) x ∈ B, let

aδfa
= {|(fa(x))1|6δ

, . . . , |(fa(x))|a||6δ
}

be the reflected generator of a.

5.26 Definition. For a ∈ [λ]<ω, fa a 1-good code for a, and Y ∈ P([κ]|a|)∩
HODM

T,A,B, let

S(a, fa, Y ) = {δ ∈ S0(fa) | a
δ
fa

∈ Y }.

Since fa is 1-good and S(a, fa, Y ) is ODM
T,A,B,fa

it follows that S(a, fa, Y )
is 1-good and hence GX(S(a, fa, Y )) is determined.

For a ∈ [λ]<ω and fa a 1-good code for a, let

Ea(fa) = {Y ∈ P([κ]|a|) ∩ HODM
T,A,B | I wins GX(S(a, fa, Y ))}

and let

EX(fa) : [λ]<ω → HODM
T,A,B

a 7→ Ea(fa).
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The only trouble with this definition is that there is no guarantee that EX(fa)
is in HODM

T,A,B because there is no guarantee that Ea(fa) is in HODM
T,A,B.

We have to “erase” the dependence on the choice of fa in the definition of
Ea.

Lemma 5.27. Suppose a ∈ [λ]<ω and fa and f̂a are 1-good codes for a.
Suppose Y ∈ P([κ]|a|) ∩ HODM

T,A,B. Then

(1) I wins GX({δ ∈ S0(fa) ∩ S0(f̂a) | a
δ
fa

= aδ
f̂a
}).

(2) I wins GX(S(a, fa, Y )) iff I wins GX(S(a, f̂a, Y )), and

(3) Ea(fa) = Ea(f̂a).

Proof. (1) The statement

∀x ∈ B ∀i 6 |a|
(

(fa(x))i =λ (f̂a(x))i
)

is a true Σ1(M, {X, κ,R})-statement about fa and f̂a. So, by reflection, the
set {δ ∈ S0(fa) ∩ S0(f̂a) | a

δ
fa

= aδ
f̂a
} is in FX and hence in µX .

(2) Assume I wins GX(S(a, fa, Y )). We have that I wins the game in
(1). Let GX(S0(fa, f̂a)) abbreviate this game. So I wins GX(S(a, fa, Y ) ∩
S0(fa, f̂a)). But

S(a, fa, Y ) ∩ S0(fa, f̂a) ⊆ S(a, f̂a, Y ).

So I wins GX(S(a, f̂a, Y )). Likewise if I wins GX(S(a, f̂a, Y )) then I wins
GX(S(a, fa, Y )).

(3) This follows immediately from (2).

Thus, we may wash out reference to fa by setting

Ea =
⋂

{Ea(fa) | fa is a 1-good code of a}

= Ea(fa) for some (any) 1-good code fa of a.

Let

EX : [λ]<ω → HODM
T,A,B

a 7→ Ea
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Note that Ea ∈ ODM
T,A,B and Ea ⊆ HODM

T,A,B. Thus, Ea ∈ HODM
T,A,B and

EX ∈ HODM
T,A,B.

Our definition of the extender EX presupposes that for each a ∈ [λ]<ω

there is a 1-good code fa of a and the existence of such codes is guaranteed by
the assumption that M satisfies STB

T,A,B-determinacy for two moves. Thus
we have proved the following:

Lemma 5.28. Assume that M satisfies STB
T,A,B-determinacy for two moves.

Then EX is well-defined and EX ∈ HODM
T,A,B.

It is important to stress that although the extender EX is in HODM
T,A,B it

is defined in M . For example, the certification that a certain set Y is in Ea
depends on the existence of a winning strategy for a game in M . In general
both the strategy and the game will not be in HODM

T,A,B. So in establishing

properties of EX that hold in HODM
T,A,B we nevertheless have to consult the

parent universe M .

Lemma 5.29. Assume that M satisfies STB
T,A,B-determinacy for two moves.

Then

HODM
T,A,B |= EX is a pre-extender,

that is, HODM
T,A,B satisfies

(1) for each a ∈ [λ]<ω,

(a) Ea is a κ-complete ultrafilter on [κ]|a| and

(b) Ea is principal iff a ⊆ κ, and

(2) if a ⊆ b ∈ [λ]<ω and Y ∈ Ea then Y a,b ∈ Eb.

Proof. (1)(a) It is easy to see that Ea is an ultrafilter in HODM
T,A,B. It remains

to see that Ea is κ-complete in HODM
T,A,B. The proof is similar to that of

Lemma 4.7. Let fa be a 1-good code of a such that Ea = Ea(fa) and recall
that

Ea(fa) = {Y ∈ P([κ]|a|) ∩ HODM
T,A,B | I wins GX(S(a, fa, Y ))}.

Consider {Yα | α < γ} ∈ HODM
T,A,B such that γ < κ and for each α < γ,

Yα ∈ Eα(fa). We have to show that

Y =
⋂

{Yα | α < γ} ∈ Ea(fa).
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The key point is that

S(a, fa, Y ) =
⋂

{S(a, fa, Yα) | α < γ}

and so we are in almost exactly the situation as Lemma 4.7, only now we
have to carry along the parameter fa.

Since Y ∈ HODM
T,A,B, S(a, fa, Y ) ∈ ODM

T,A,B,fa
. Since fa is 1-good it

follows that GX(S(a, fa, Y )) is determined. Assume for contradiction that I
does not win GX(S(a, fa, Y )) and let σ′ be a winning strategy for I in GX(κr

S(a, fa, Y )). We will derive a contradiction by finding a play that is legal
against σ′ and against winning strategies for I in each game GX(S(a, fa, Yα)),
for α < γ.

As in the case of Lemma 4.7, for the purposes of coding the winning
strategies (in the games GX(S(a, fa, Yα)) for α < γ) we need a prewellorder-
ing of length γ which is such that in a reflection argument we can ensure
that it reflects to itself. For this purpose, for δ < κ, let

Qδ = Uδ r
⋃

{Uξ | ξ < δ}.

The sequence
〈Qξ | ξ < κ〉

gives rise to an ODM
T,A,B prewellordering with the feature that for FX -almost

all δ,
〈Qξ | ξ < δ〉 = 〈Qξ | ξ < δ〉Mϑ(δ)

and, by choosing a real, we can ensure that we always reflect to some such
point δ > γ.

Now set

Z = {(x, σ) | for some α < γ, x ∈ Qα and

σ is a winning strategy for I in GX(S(a, fa, Yα))}.

This set is ODM
T,A,B,fa

, hence determined (as fa is 1-good). So the game in
the Uniform Coding Lemma is determined. The rest of the proof is exactly
as before.

(b) By κ-completeness, Ea is principal if and only if there exists b ∈ [κ]|a|

such that
Ea = {Y ∈ P([κ]|a|) ∩ HODM

T,A,B | b ∈ Y }.
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Suppose that a ∈ [κ]|a|. We claim that b = a witnesses that Ea is principal.
Let fa be a 1-good code of a. For FX-almost all δ, aδfa

= a. So, for Y ∈

P([κ]|a|) ∩ HODM
T,A,B,

Y ∈ Ea ↔ I wins GX(S(a, fa, Y ))

↔ I wins GX({δ ∈ S0(fa) | a
δ
fa

= a ∈ Y })

↔ a ∈ Y.

Suppose that a 6∈ [κ]|a|. We claim that no β ∈ [κ]|a| witnesses that Ea is
principal. Consider b ∈ [κ]|a| and let fb be a 1-good code for b and let fa be
a 1-good code for a. For FX -almost all δ, aδfa

6= bδfb
= b. Let S be the set of

such δ and let Y = {aδfa
| δ ∈ S}. Then Y ∈ Ea and b 6∈ Y . Hence Ea is not

principal.
(2) Suppose a ⊆ b ∈ [λ]<ω and Y ∈ Ea. So I wins GX(S(a, fa, Y )) for

some (any) 1-good code fa of a. We must show that I wins GX(S(b, fb, Y
a,b))

for some (any) 1-good code fb of b. Let fb be a 1-good code of b and consider
the statement describing the manner in which a sits inside b. This is a
Σ1(M, {X,R, κ})-statement about fa and fb. So, by reflection, there exists
an S0(fa, fb) ∈ FX such that for all δ ∈ S0(fa, fb),

〈aδfa
, bδfb

,∈〉 ∼= 〈a, b,∈〉.

We claim that S(a, fa, Y ) ∩ S0(fa, fb) ⊆ S(b, fb, Y
a,b). Let δ be an ordinal in

S(a, fa, Y ) ∩ S0(fa, fb). We have aδfa
∈ Y and 〈aδfa

, bδfb
,∈〉 ∼= 〈a, b,∈〉. Since,

by definition,
Y a,b = {z ∈ [κ]|b| | za,b ∈ Y },

this means that bδfb
∈ Y a,b (as (bδfb

)a,b = aδfa
), that is, δ ∈ S(b, fb, Y

a,b).

Finally, since I wins GX
(

S(a, fa, Y ) ∩ S0(fa, fb)
)

, I wins GX(S(b, fb, Y
a,b)).

Lemma 5.30. Assume that M satisfies STB
T,A,B-determinacy for two moves.

Then

HODM
T,A,B |= EX is countably complete.

Proof. Let {ai | i < ω} ∈ HODM
T,A,B and suppose that for each i < ω,

Xi ∈ Eai
, that is, I wins GX(S(ai, fai

, Xi)) for some (any) 1-good code fai

of ai. Let S =
⋂

i<ω S(ai, fai
, Xi). We need to ensure GX(S) is determined.

The point is that since {ai | i < ω} ∈ HODM
T,A,B, a slight modification of
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the proof of Lemma 5.22 shows that there are fai
such that 〈fai

| i < ω〉 is
1-good. So GX(S) is determined. As in the proof of the completeness of Ea
we have that I wins GX(S).

As in the proof of coherence there is a set S0(fa1 , . . . , fan , . . . ) ∈ FX such
that for all δ ∈ S0(fa1 , . . . , fan , . . . ),

〈aδ1, . . . , a
δ
i , . . .〉

∼= 〈a1, . . . , ai, . . .〉.

Fix δ ∈ S ∩ S0(fa1 , . . . , fan , . . . ). Set

hi : ai → κ

(ai)j 7→ ((ai)
δ
fai

)j .

Since δ ∈ S0(fa1 , . . . , fan, . . . ), the function

h =
⋃

i<ω hi :
⋃

i<ω ai → κ

is well-defined. Since δ ∈ S(ai, fai
, Xi), h“ai = (ai)

δ
fai

∈ Xi. However, h

may not belong to HODM
T,A,B. To see that there is such an h in HODM

T,A,B

consider the tree T of attempts to build such a function. (The nth level of
T consists of approximations h∗ :

⋃

i<n ai → κ and the order is by inclusion.)

Thus T ∈ HODM
T,A,B and the existence of h in V shows that T is ill-founded

in V . But well-foundedness is absolute, so some such h must belong to
HODM

T,A,B.

It remains to establish that

HODM
T,A,B |= EX is normal.

This will follow from an analogue of the earlier strong normality theorems.

5.31 Definition. Assume M satisfies STB
T,A,B-determinacy for two moves.

For α < λ, let fα : ωω → ωω be a 1-good code of {α} (as in Lemma 5.22)
and (as in Definition 5.25), for δ ∈ S0(fα), let αδfα

be the “reflected version”
of α. We call the function

gfα : S0(fα) → κ

δ 7→ αδfα

the canonical function associated to fα.



5. Woodin Cardinals in General Settings 124

Notice that the manner in which the ordinal αδfα
is determined is different

than in Section 4. In Section 4 we just chose t ∈ Qα and let αδt be unique
such that t ∈ Qδ

αδ
t
. Notice also that gfα is 1-good since it is ODM

T,A,B,fa
.

The statement and proof of strong normality are similar to before, only
now we have to ensure that the objects are sufficiently good to guarantee
the determinacy of the games defined in terms of them. The real parameters
that arise in the proof of strong normality will now have to be generated
using the technique of Lemma 5.22 and every time we use this technique
we will sacrifice one degree of goodness. There will be finitely many such
sacrifices and so it suffices to assume that M satisfies STB

T,A,B-determinacy
for n moves for some sufficiently large n. Furthermore, there is no loss in
generality in making this assumption since in all of the applications of the
Generation Theorem, one will be able to show without DC that M satisfies
STB

T,A,B-determinacy for n < ω. As we shall see there will in fact only be
two sacrifices of goodness. Thus, since we want our final object to be 1-good
(to ensure that the games defined in terms of it are determined) it suffices
to start with an object which is 3-good.

Theorem 5.32 (Strong Normality). Suppose g : κ→ κ is such that

(1) g is 3-good and

(2) I wins GX({δ ∈ S0 | g(δ) < λδ}).

Then there exists an α < λ such that

I wins GX({δ ∈ S0(fα) | g(δ) = gfα(δ)}),

where fα is any 1-g-good code of α.

Proof. We begin with a few comments. First, note that since g is 3-good, by
Lemma 5.22 we have that for each α < λ there is a 1-g-good code fα of α (in
fact, there is a 2-g-good code) and hence each game GX({δ ∈ S0(fα) | g(δ) =
gfα(δ)}) is determined. The only issue is whether I wins some such game.

Second, notice that α is uniquely specified. For suppose fα̂ is a 1-g-good
code of α̂ such that I wins the corresponding game. If α < α̂, then

{δ ∈ S0(fα) ∩ S0(fα̂) | gfα(δ) < gfα̂
(δ)} ∈ FX

and I wins GX(S) where S is this set. But then I cannot win both

GX({δ ∈ S0(fα) | g(δ) = gfα(δ)})
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and
GX({δ ∈ S0(fα̂) | g(δ) = gfα̂

(δ)}).

Third, it will be useful at this point to both list the parameters that
will arise in the proof and motivate the need for assuming that g is 3-good.
In outline the proof will follow that of Theorem 4.12. The final game in
the present proof (the one involving e1) will be defined in terms of three
parameters: g, fη and e0, corresponding respectively to f , yη, and e0 from
Theorem 4.12. To ensure the determinacy of the final game we will need to
take steps to ensure that (g, fη, e0) is 1-good. Now, the parameter e0 will be
obtained by applying the technique of Lemma 5.22 to the parameter (g, fη)
and so we will need to take steps to ensure that this parameter is 2-good.
And the parameter fη will in turn be obtained by applying the technique of
Lemma 5.22 to the parameter g and so we have had to assume from the start
that g is 3-good.

We now turn to the proof proper. Suppose g : κ→ κ is such that

(1.1) g is 3-good and

(1.2) I wins GX({δ ∈ S0 | g(δ) < λδ}).

Assume for contradiction that for each α < λ and for each 1-g-good code fα
of α,

(2.1) I does not win GX({δ ∈ S0(fα) | g(δ) = gfα(δ)}),

and hence (since each such game is determined, as fα is 1-g-good)

(2.2) I wins GX({δ ∈ S0(fα) | g(δ) 6= gfα(δ)}).

Step 1. Let

η = min
({

β < λ | I wins GX({δ ∈ S0(fβ) | g(δ) < gfβ
(δ)})

for each 1-g-good code fβ of β
})

if such β exist; otherwise let η = λ. (So if there are such β then η is a limit
ordinal.) Notice that

(3.1) whenever α < η and fα is a 1-g-good code of α,

I wins GX({δ ∈ S0(fα) | g(δ) > gfα(δ)}),
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which is the desired situation. By Lemma 5.22, let

fη be a 2-g-good code of η.

For notational convenience, for δ ∈ S0(fη), let ηδ be ηδfη
. By the definition of

η, I wins GX({δ ∈ S0(fη) | g(δ) < gfη(δ)}). Now update S0 to be S0 ∩ {δ ∈
S0(fη) | g(δ) < gfη(δ)}. We will work on this “large” set. Notice that S0 is
ODM

T,A,B,g,fη
. If η = λ then ηδ = δ and we may omit mention of fη in what

follows.
For convenience let us write “S ∈ µX” as shorthand for “I wins GX(S)”.

To summarize:

(4.1) g is 3-good,

(4.2) (g, fη) is 2-good (First Drop in Goodness),

(4.3) S0 is ODM
T,A,B,g,fη

,

(4.4) S0 ∈ µX and for all δ ∈ S0, g(δ) < gfη(δ), and

(4.5) for all α < η and for all 1-g-good codes fα of α,

{δ ∈ S0(fα) | g(δ) > gfα(δ)} ∈ µX .

Step 2. We now establish the “disjointness property”.
Let

Z ′ =
{

(x, 〈y, σ〉) | x ∈ Qκ
α for some α < η,

y codes a 1-g-good code fα of α

such that x ∈ ran(fα↾B), and

σ is a winning strategy for I in

GX({δ ∈ S0(fα) | g(δ) > gfα(δ)})
}

.

We have

(5.1) Z ′ is ODM
T,A,B,g,fη

and Z ′ ⊆ Qκ
<η × ωω, and

(5.2) for all α < η,
Z ′ ∩ (Qκ

α × ωω) 6= ∅,

by (3.1).
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Since (g, fη) is 2-good the game in the proof of the Uniform Coding Lemma
(Theorem 3.4) is determined. So there is an index e ∈ ωω such that for all
α < η,

(6.1) U
(2)
e (Qκ

<α, Q
κ
α) ⊆ Z ′ ∩ (Qκ

α × ωω) and

(6.2) U
(2)
e (Qκ

<α, Q
κ
α) 6= ∅.

The trouble is that we have no guarantee that such an index e has any degree
of (g, fη)-goodness; yet this is essential for the present proof since we shall go
on to define games in terms of this index and we need some guarantee that
these games are determined. As usual, we retreat from the reals we want to
the good functions that capture them and this will lead to the second (and
final) drop in goodness. Let

A0 =
{

x ∈ ωω | xeven is such that for all α < η

(1) U (2)
xeven

(Qκ
<α, Q

κ
α) ⊆ Z ′ ∩ (Qκ

α × ωω) and

(2) U (2)
xeven

(Qκ
<α, Q

κ
α) 6= ∅

}

.

So A0 ∈ ODM
T,A,B,g,fη

. Now have I play A0 in (SGB
T,A,B,g,fη

)M and let f0

be II’s response. Since (g, fη) is 2-good, II’s response f0 is 1-(g, fη)-good.
Furthermore,

(7.1) ∀x ∈ B ∀y ∈ ωω (f0(x)∗y ∈ A0), which is to say,

(7.2) ∀x ∈ B ∀y ∈ ωω (f0(x)∗y)even is an index as in (6.1) and (6.2), hence

(7.3) ∀α < η,
⋃

x∈B U
(2)
(f0(x)∗0)even

(Qκ
<α, Q

κ
α) is as in (6.1) and (6.2).

The union in (7.3) is itself Σ∼
1
1(B,Q

κ
<α, Q

κ
α) and so there is an e0 ∈ ωω which

is definable from f0 (and hence inherits the 1-(g, fη)-goodness of f0) such
that

(8.1) (g, fη, e0) is 1-good (Second Drop in Goodness) and

(8.2) for all α < η,

(1) U
(2)
e0 (B,Qκ

<α, Q
κ
α) ⊆ Z ′ ∩ (Qκ

α × ωω) and

(2) U
(2)
e0 (B,Qκ

<α, Q
κ
α) 6= ∅.
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Omitting Z ′, (8.2) is Σ1(M, {X, κ,R, fη, e0}). So, for FX-almost all δ,

(8.3) for all α < ηδ,

(1) U
(2)
e0 (B,Qδ

<α, Q
δ
α) ⊆ (Qδ

α × ωω) and

(2) U
(2)
e0 (B,Qδ

<α, Q
δ
α) 6= ∅.

The set S ′
1 of such δ is Σ1(M, {X, κ,R, fη, e0}). Let S1 = S ′

1 ∩ S0. Since
S ′

1 ∈ µX and S0 ∈ µX , it follows that S1 ∈ µX . Notice also that S1 is
Σ1(M, {X, κ,R, g, fη, e0}). For δ ∈ S1 ∪ {κ} and α < ηδ, let

Zδ
α = U (2)

e0
(B,Qδ

<α, Q
δ
α) and

Zδ =
⋃

α<ηδ
Zδ
α.

Claim A (Disjointness Property). There is an S2 ⊆ S1 such that S2 ∈
µX and for δ1, δ2 ∈ S2 ∪ {κ} with δ1 < δ2 6 κ,

Zδ1
α ∩ Zδ2

β = ∅

for all α ∈ [g(δ1), ηδ1) and β ∈ [0, ηδ2).

Proof. We begin by establishing a special case.

Subclaim. For µX-almost all δ,

Zδ
α ∩ Z

κ
β = ∅

for all α ∈ [g(δ), ηδ) and β ∈ [0, η).

Proof. Let

G =
{

δ ∈ S1 | Z
δ
α ∩ Z

κ
β = ∅ for all α ∈ [g(δ), ηδ) and β ∈ [0, η)

}

be the set of “good points”. Our aim is to show that G ∈ µX . Note that G
is ODM

T,A,B,g,fη,e0
. Since (g, fη, e0) is 1-good, GX(G) is determined. Assume

for contradiction that G 6∈ µX . Then, by determinacy, κ r G ∈ µX . Since
S1 ∈ µX , we have (κ r G) ∩ S1 ∈ µX . Let σ′ be a winning strategy for I in
GX((κrG) ∩ S1).

We get a contradiction much as before: We can “take control” of the
games to produce a play z and an ordinal δ0 such that
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(9.1) z is a legal play for II against σ′ and δ0 is the associated ordinal and

(9.2) z is a legal play for II against each σ ∈ (proj2(Z
δ0))1 and in each

case δ0 is the associated ordinal.

This will finish the proof: By (9.1) and the definition of G, there is an α0 ∈
[g(δ0), ηδ0) and a β0 ∈ [0, η) such that Zδ0

α0
∩Zκ

β0
6= ∅. Fix (x0, 〈y0, σ0〉) ∈ Zδ0

α0
∩

Zκ
β0

. Since (x0, 〈y0, σ0〉) ∈ Zκ
β0

⊆ Z ′ ∩ (Qκ
β0

× ωω) we have, by the definition
of Z ′, x0 ∈ Qκ

β0
, y0 codes a 1-g-good code fβ0 of β0, x0 ∈ ran(fβ0↾B), and

σ0 is a winning strategy for I in S({δ ∈ S0(fβ0) | g(δ) > gfβ0
(δ)}). Since

(x0, 〈y0, σ0〉) ∈ Zδ0
α0

, σ0 ∈ (proj2(Z
δ0))1. Now, by (9.2), z is a legal play for II

against σ0 with associated ordinal δ0, and since σ0 is a winning strategy for
I in S({δ ∈ S0(fβ0) | g(δ) > gfβ0

(δ)}), this implies

(10.1) δ0 ∈ {δ ∈ S0(fβ0) | g(δ) > gfβ0
(δ)},

that is, g(δ0) > gfβ0
(δ0). We now argue

(10.2) gfβ0
(δ0) = α0,

which is a contradiction since α0 > g(δ0). Recall that by definition gfβ0
(δ0) =

|fβ0(x)|6δ0
, where x is any element of B. Since we arranged x0 ∈ ran(fβ0↾B)

and since (x0, 〈y0, σ0〉) ∈ Zδ0
α0

, this implies that gfβ0
(δ0) = |fβ0(x)|6δ0

= α0,
where x is any element of B. Thus, a play z as in (9.1) and (9.2) will finish
the proof.

The play z is constructed as before:

Base Case. We have

(11.1) ∀y ∈ ωω ((σ′∗y)I)0 ∈ UX and

(11.2) ∀y ∈ ωω ∀σ ∈ (proj2(Zκ))1 ((σ∗y)I)0 ∈ UX .

This is a true Σ1(M, {X, κ,R, σ′, e0, fη})-statement. So there is a z0 ∈ UX
such that z0 6T 〈σ′, e0, fη〉 and for all δ if z0 ∈ Uδ then

(11.3) ∀y ∈ ωω ((σ′∗y)I)0 ∈ Uδ and

(11.4) ∀y ∈ ωω ∀σ ∈ (proj2(Zδ))1 ((σ∗y)I)0 ∈ Uδ.

(n+ 1)st Step. Assume we have defined z0, . . . , zn in such a way that

(12.1) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ UX
)

and
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(12.2) ∀y ∈ ωω σ ∈ (proj2(Z
κ))1,

(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ UX
)

.

This is a true Σ1(M, {X, κ,R, σ′, e0, fη, z0, . . . , zn})-statement. So there is a
zn+1 ∈ UX such that zn+1 6T zn and for all if zn+1 ∈ Uδ then

(12.3) ∀y ∈ ωω
(

∀i 6 n (y)i = zi → ((σ′∗y)I)n+1 ∈ Uδ
)

and

(12.4) ∀y ∈ ωω ∀σ ∈ (proj2(Zδ))1

(

∀i 6 n (y)i = zi → ((σ∗y)I)n+1 ∈ Uδ
)

.

Finally, let z ∈ ωω be such that (z)i = zi for all i ∈ ω and let δ0 be least such
that (z)i ∈ Uδ0 for all i ∈ ω. Notice that by our choice of zn, for n < ω, no
DC is required to construct z. We have that for all i ∈ ω,

(13.1) ((σ′∗z)I)i ∈ Uδ0 by (11.3) and (12.3) and

(13.2) ((σ∗z)I)i ∈ Uδ0 for all σ ∈ (proj2(Zδ0))1 by (11.4) and (12.4).

So we have (9.1) and (9.2), which is a contradiction.

By the Subclaim,

(14.1) ∀δ ∈ G ∀α ∈ [g(δ), ηδ) ∀β ∈ [0, η) (Zδ
α ∩ Z

κ
β = ∅).

This is a true Σ1(M, {X, κ,R, 〈fη, e0〉, g, G})-statement ϕ. Notice that since
G is ODM

T,A,B,g,fη,e0
and (g, fη, e0) is 1-good, it follows that (G, g, fη, e0) is

1-good. In particular, (G, g) is 1-good, and so Theorem 5.20 applies (taking
〈fη, e0〉 for the real t in the statement of that theorem) and we have that

(14.3) for FX -almost all δ2,

(1) M |= ϕ[〈fη, e0〉, F (δ2), δ2, g↾δ2, G ∩ δ2], that is,

(2) ∀δ1 ∈ G ∩ δ2 ∀α ∈ [g(δ1), ηδ1) ∀β ∈ [0, ηδ2) (Zδ1
α ∩ Zδ2

β = ∅).

Let S ′
2 be the set of such δ2 in (14.3) and let S2 = S ′

2∩G. Since S ′
2 ∈ FX ⊆ µX

and G ∈ µX , we have that S2 ∈ µX . Hence S2 is as desired in Claim A. Also,
S2 is ODM

T,A,B,g,fη,e0
.

Notice that two additional parameters have emerged, namely, G and S2,
but these do not lead to a drop in goodness since

(15.1) ODM
T,A,B,g,fη,e0,G,S2

= ODM
T,A,B,g,fη,e0,G

= ODM
T,A,B,g,fη,e0

, and so

(15.2) (g, fη, e0, G, S2) is 1-good.
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Step 3. We are now in a position to “compute g”.
For δ ∈ S2, let

P δ =
⋃

{

Z δ̄
α | δ̄ ∈ S2 ∩ δ ∧ α ∈ [g(δ̄), ηδ̄)

}

.

By (15.1), P δ ∈ ODM
T,A,B,g,fη,e0

.

Claim B (Tail Computation). There exists an index e1 ∈ ωω such that
for all δ ∈ S2,

(1) U
(2)
e1 (P δ, Zδ

α) ⊆ Zδ
α for all α ∈ [0, ηδ),

(2) U
(2)
e1 (P δ, Zδ

g(δ)) = ∅, and

(3) U
(2)
e1 (P δ, Zδ

α) 6= ∅ for α ∈ (g(δ), ηδ).

Proof. As before it suffices to show (2) and (3′) U
(2)
e1 (P δ, Zδ

α) ∩ Zδ
α 6= ∅ for

α ∈ (g(δ), ηδ).
Let

G =
{

e ∈ ωω | ∀δ ∈ S2

(

U (2)
e (P δ, Zδ

g(δ)) = ∅
)}

.

Toward a contradiction assume that for each e ∈ G, (3′) in the claim fails for
some δ and α. For each e ∈ G, let

αe = lexicographically least pair (δ, α) such that

(1) δ ∈ S2,

(2) g(δ) < α < ηδ, and

(3) U (2)
e (P δ, Zδ

α) ∩ Zδ
α = ∅.

Now play the game

I x(0) x(1) x(2) . . .
II y(0) y(1) . . .

where II wins iff (x ∈ G→ (y ∈ G ∧ αy >lex αx)).
The key point is that this payoff condition is ODM

T,A,B,g,fη,e0
, by (15.1),

and hence, the game is determined, since (g, fη, e0) is 1-good.
The rest of the proof is exactly as before.

From this point on there are no uses of determinacy that require further
“joint goodness”.
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Claim C. There exists an α0 < η such that

(1) U
(2)
e1 (P κ, Zκ

α0
) = ∅ and

(2) U
(2)
e1 (P κ, Zκ

α) 6= ∅ for all α ∈ (α0, η), where

P κ =
⋃

{Zδ
α | δ ∈ S2 ∧ α ∈ [g(δ), ηδ)}.

Proof. The statement that there is not a largest ordinal α0 which is “empty”
is Σ1(M, {X, κ,R, 〈fη, e0, e1〉, g, G, S2}). Since (g, fη, e0) is 1-good and G and
S2 are ODM

T,A,B,g,fη,e0
, it follows that (g,G, S2) is 1-good. Thus, the Reflec-

tion Theorem (Theorem 5.20) applies and we have that for FX -many δ, the
statement reflects, which contradicts Claim B.

Let α0 be the unique ordinal as above and let fα0 be a 1-g-good code of
α0 (which exists by Lemma 5.22). The statement

(16.2) ∀x ∈ B fα0(x) ∈ Qκ
α where α is such that

(1) U
(2)
e1 (P κ, Zκ

α) = ∅ and

(2) U
(2)
e1 (P κ, Zκ

β ) 6= ∅ for β ∈ (α, ηδ).

is Σ1(M, {X, κ,R, 〈fη, fα0 , e0, e1〉, g, G, S2}). Since (g,G, S2) is 1-good, the
Reflection Theorem (Theorem 5.20) applies and hence for FX -almost all δ
the statement reflects. Let S ′

3 ∈ FX be this set. Let S3 = S ′
3 ∩ S2. So

S3 ∈ µX . By Claim B and Claim C, for δ ∈ S3 the ordinal α in question is
g(δ). So I wins GX({δ ∈ S0(fα0) ∩ S3 | g(δ) = gfα0

(δ)}) and hence I wins
GX({δ ∈ S0(fα0) | g(δ) = gfα0

(δ)}). This game is determined since fα0 is
1-g-good.

To summarize:

(17.1) fα0 is 1-g-good and

(17.2) I wins GX({δ ∈ S0(fα0) | g(δ) = gfα0
(δ)}),

which completes the proof of strong normality.

Since every g : κ → κ in HODM
T,A,B is 3-good and since in the context of

the main theorem we assume that M satisfies STB
T,A,B-determinacy for four

moves, we have shown:
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Corollary 5.33. Suppose g : κ → κ is in HODM
T,A,B and such that I wins

GX({δ ∈ S0 | g(δ) < λδ}). Then there exists an α < λ and a 1-g-good code

fα of α such that

I wins GX({δ ∈ S0(fα) | g(δ) = gfα(δ)}).

Lemma 5.34 (Normality). In HODM
T,A,B : If a ∈ [λ]<ω and f : [κ]|a| → κ

is such that

{z ∈ [κ]|a| | f(z) < zi} ∈ Ea

for some i 6 |a|, then there is a β < ai such that

{z ∈ [κ]|a∪{β}| | f(za,a∪{β}) = zk} ∈ Ea∪{β}

where k is such that β is the kth element of a ∪ {β}.

Proof. The proof just involves chasing through the definitions: Suppose f :
κ|a| → κ is a function in HODM

T,A,B such that for some i 6 |a|,

{z ∈ [κ]|a| | f(z) < zi} ∈ Ea.

Since M satisfies STB
T,A,B-determinacy for four moves, f is 4-good. So, by

Lemma 5.22, there is a 3-good code fa of a. Hence

(1.1) I wins GX({δ ∈ S0(fa) | f(aδfa
) < (aδfa

)i}).

Let

f ∗ : κ→ κ

δ 7→

{

f(aδfa
) if δ ∈ S0(fa)

0 otherwise.

So f ∗ ∈ HODM
T,A,B,fa

and hence f ∗ is 3-good. By Theorem 5.32,

(1.2) there is an fβ such that

(1) fβ is a 1-f ∗-good code of β,

(2) I wins GX({δ ∈ S0(fβ) | f ∗(δ) = gfβ
(δ)}), and

(3) I wins GX({δ ∈ S0(fβ) ∩ S0(fa) | f(aδfa
) = gfβ

(δ)}).
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Note that β < ai since if β > ai then for FX -almost all δ, gfβ
(δ) > (aδfa

)i
and we get that I wins GX({δ ∈ S0(fβ) ∩ S0(fa) | f(aδfa

) > (aδfa
)i}), which

contradicts (1.1).
Let k be such that β = (a∪{β})k. Let fa∪{β} be a 1-good code of a∪{β}.

Note that

(2.1) for FX-almost all δ,
(

(a ∪ {β})δfa∪{β}

)

k
= gfβ

(δ)

and

(2.2) for FX-almost all δ,
(

(a ∪ {β})δfa∪{β}

)

a,a∪{β}
= aδfa

and, moreover, I wins on these sets (since the parameters in the definitions
are 1-good). So (1.2)(3) yields

(3.1) I wins GX
({

δ ∈ S0(fa∪{β}) | f
((

(a ∪ {β})δfa∪{β}

)

a,a∪{β}

)

=
(

(a ∪ {β})δfa∪{β}

)

k

})

that is,

(3.2) {z ∈ [κ]|a∪{β}| | f(za,a∪{β}) = zk} ∈ Ea∪{β},

as desired.

We are now in a position to take the “ultrapower” of HODM
T,A,B by EX .

It will be useful to recall this construction and record some basic facts con-
cerning it. For further details see Steel’s chapter in this Handbook.

Let

D = {〈a, f〉 ∈ HODM
T,A,B | a ∈ [λ]<ω and f : [κ]|a| → HODM

T,A,B}.

We get an equivalence relation on D by letting

〈a, f〉 ∼E 〈b, g〉 ∈ D ↔ {z ∈ [κ]|a∪b| | f(za,a∪b) = g(zb,a∪b)} ∈ Ea∪b.

Let [a, f ] be the elements of minimal rank of the equivalence class of 〈a, f〉.
Let Ult be the structure with domain

{[a, f ] | 〈a, f〉 ∈ D}
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and membership relation defined by

[a, f ] ∈EX
[b, g] ↔ {z ∈ [κ]|a∪b| | f(za,a∪b) ∈ g(zb,a∪b)} ∈ Ea∪b.

Since HODM
T,A,B satisfies AC,  Loś’s theorem holds in the following form: For

all formulas ϕ(x1, . . . , xn) and all elements [a1, f1], . . . , [an, fn] ∈ Ult,

Ult |= ϕ
[

[a1, f1], . . . , [an, fn]
]

↔

{z ∈ [κ]|b| | HODM
T,A,B |= ϕ[f1(za1,b), . . . , fn(zan,b)]} ∈ Eb,

where b =
⋃

16i6n ai. It follows that

j′E : HODM
T,A,B → Ult

x 7→ [∅, cx],

where cx is the constant function with value x, is an elementary embedding.
The countable completeness of EX ensures that Ult is well-founded and it is
straightforward to see that it is extensional and set-like. So we can take the
transitive collapse. Let

π : Ult →MX

be the transitive collapse map and let

jE : HODM
T,A,B →MX

be the elementary embedding obtained by letting jE = π ◦ j′E . The κ-
completeness of each Ea, for a ∈ [λ]<ω, implies that jE is the identity on
HODM

T,A,B ∩ Vκ and that κ is the critical point of jE . Normality implies that
for each a ∈ [λ]<ω, π([a, z 7→ zi]) = ai, for each i such that 1 6 i 6 |a|. In
particular, if α < λ then α = π([{α}, z 7→ ∪z]). It follows that λ 6 jE(κ).

Lemma 5.35 (T -strength).

HODM
T,A,B |= ZFC + There is a T -strong cardinal.

Proof. We already have that

HODM
T,A,B |= ZFC,

by Lemma 5.16. It follows that there are arbitrarily large λ < ΘM such that

HODM
T,A,B ∩ V

HODM
T,A,B

λ = Lλ[A],
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where A ⊆ λ and A ∈ HODM
T,A,B. Let λ be such an ordinal and let κ, jE ,

etc. be as above. We have that jE(κ) > λ and it remains to show that

V
HODM

T,A,B

λ ⊆MX

and
jE(T ∩ κ) ∩ λ = T ∩ λ.

The proof of each is the same. Let us start with the latter. We have to show
that for all α < λ,

α ∈ jE(T ∩ κ) ↔ α ∈ T.

We have

α ∈ jE(T ∩ κ) ↔ π([{α}, z 7→ ∪z]) ∈ π([∅, cT∩κ])

↔ [{α}, z 7→ ∪z] ∈EX
[∅, cT∩κ]

↔ {z ∈ [κ]1 | ∪z ∈ T ∩ κ} ∈ E{α}.

So we have to show that

α ∈ T ↔ {{z} | z ∈ T ∩ κ} ∈ E{α}.

Let f{α} be a 1-good code of {α}.
Assume α ∈ T . We have to show that

I wins GX
(

S({α}, f{α}, {{z} | z ∈ T ∩ κ})
)

.

The key point is that the statement “for all x ∈ B, |f{α}(x)|6λ
∈ T” is a true

Σ1(M, {X, κ,R, f{α}})-statement. So the set S of δ to which this statement
reflects is in FX . Since S ∈ ODM

T,A,B,f{α}
and f{α} is 1-good, GX(S) is

determined and I wins. But

S({α}, f{α}, {{z} | z ∈ T ∩ κ}) = S0(f{α}) ∩ S

and so I wins this game as well.
Assume α 6∈ T . We have to show that

I does not win GX
(

S({α}, f{α}, {{z} | z ∈ T ∩ κ})
)

.

Again, the point is that the statement “for all x ∈ B, |f{α}(x)|6λ
6∈ T” is

a true Σ1(M, {X, κ,R, f{α}})-statement. So this statement reflects to FX -
almost all δ, which implies that I cannot win the above game.
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Exactly the same argument with ‘A’ in place of ‘T ’ shows that

jE(A ∩ κ) ∩ λ = A ∩ λ,

and hence that

V
HODM

T,A,B

λ = Lλ[A] ⊆MX ,

which completes the proof.

This completes the proof of the Generation Theorem

5.4. Special Cases

We now consider a number of special instances of the Generation Theorem.
In each case all we have to do is find appropriate values for the parameters
ΘM , T , A, and B. We begin by recovering the main result of Section 4.

Theorem 5.36. Assume ZF + AD. Then

HODL(R) |= ΘL(R) is a Woodin cardinal.

Proof. For notational convenience let Θ = ΘL(R). Our strategy is to meet
the conditions of the Generation Theorem while at the same time arranging
that M = LΘ(R)[T,A,B] is such that

HODM
T,A,B = HODL(R) ∩ VΘ.

We will do this by taking care to ensure that the ingredients T , A, and B
are in HODL(R) while at the same time packaging HODL(R) ∩ VΘ as part of
T . It will then follow from the Generation Theorem that

HODL(R) ∩ VΘ |= ZFC + There is a T -strong cardinal,

and by varying T the result follows.
To begin with let ΘM = ΘL(R) and, for notational convenience, we con-

tinue to abbreviate this as Θ. By Theorem 3.9, Θ is strongly inaccessible in
HODL(R). Also,

HODL(R) ∩ VΘ = HODLΘ(R),

by Theorem 3.10. So we can let H ∈ P(Θ) ∩ HODL(R) code

HODL(R) ∩ VΘ.
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Fix T ′ ∈ P(Θ)∩HODL(R) and let T ∈ P(Θ)∩HODL(R) code T ′ and H . By
Lemmas 3.7 and 3.8, there is an ODL(R) sequence A = 〈Aα | α < Θ〉 such
that each Aα is a prewellordering of reals of length α. Let B = R.

Let
M = LΘ(R)[T,A,B]

where Θ, T , A, and B are as above. Conditions (1)–(5) of the Generation
Theorem are clearly met and condition (6) follows since L(R) satisfies AD
and M contains all reals. Moreover, since we have arranged that all of the
ingredients T , A, and B are in ODL(R) and also that T codes HODL(R) ∩ VΘ,
we have

HODM
T,A,B = HODL(R) ∩ VΘ

and, since T ′ was arbitrary, the result follows as noted above.

We can also recover the following approximation to Theorem 5.6.

Theorem 5.37. Assume ZF + ACω(R). Suppose STB
X-determinacy holds,

where X is a set and B is non-empty and ODX. Then

HODX |= ΘX is a Woodin cardinal.

Proof. Let ΘM = ΘX . Let A = 〈Aα | α < ΘX〉 be such that Aα codes
the ODX -least prewellordering of reals of length α. By Theorem 3.9, ΘX is
strongly inaccessible in HODX and so there exists an H ∈ P(ΘX) ∩ HODX

coding HODX ∩ VΘX
. Let T ∈ P(ΘX) ∩ HODX code H and some arbitrary

T ′ ∈ P(ΘX) ∩ HODX .
Let

M = LΘM
(R)[T,A,B]

where ΘM , T , A, and B are as above. Work in HOD{X}∪R. Conditions (3)–
(5) of the Generation Theorem are clearly met. For condition (2) note that
by Lemma 3.7, ΘX = ΘHOD{X}∪R and that by the arguments of Lemma 3.8
and Lemma 3.9, ΘHOD{X}∪R is regular in HOD{X}∪R. Thus, ΘM is regular
in HOD{X}∪R. Condition (6) follows from the fact that M is ODX and M
contains all of the reals. It remains to see that condition (1) can be met.
For this we just have to see that Replacement holds in M . If Replacement
failed in M then there would be a cofinal map π : ωω → ΘX that is definable
from parameters in M , which in conjunction with A would lead to an ODX

surjection from ωω onto ΘX , which is a contradiction.
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5.38 Remark. Work in ZF+DC. For µ a δ-complete ultrafilter on δ let Eµ be
the (δ, λ)-extender derived from µ where λ = j(δ) (or λ = δδ/µ) and j is the
ultrapower map. We have the following corollary: Assume ZF + AD + DC.
Then ΘX is Woodin in HODX and this is witnessed by the collection of
Eµ ∩ HODX where µ is a normal ultrafilter on some δ < ΘX .

5.39 Remark. Theorem 5.6 cannot be directly recovered from the Genera-
tion Theorem and this is why we have singled it out for special treatment.
However, it follows from the proof of the Generation Theorem, as can be
seen by noting that in the case where one has full boldface determinacy the
ultrafilters are actually in HODX by Kunen’s theorem (Theorem 3.11).

4 Open Question. There are some interesting questions related to Theorem
5.37.

(1) Suppose ΘX = Θ0. Suppose STB
X-determinacy, where B is non-empty

and ODX . Is Θ0 a Woodin cardinal in HOD?

(2) Suppose STB
X-determinacy, where X is a set and B is non-empty and

ODX . Is ΘX a Woodin cardinal in HOD?

(3) In the AD+ setting, every ΘX is of the form Θα and there are constraints
on this sequence. For example, each ΘX must be of the form Θα+1.
Does this constraint apply in the lightface setting?

Theorem 5.40. Assume ZF + AD. Let S be a class of ordinals. Then for

an S-cone of x,

HOD
L[S,x]
S |= ω

L[S,x]
2 is a Woodin cardinal.

Proof. For an S-cone of x,

L[S, x] |= ZFC + GCH below ωV1 ,

by Corollary 5.10, and, for all n < ω,

L[S, x] |= STB
S -determinacy for n moves,

where B = [x]S, by Theorem 5.13. Let x be in this S-cone.

Let ΘM = ω
L[S,x]
2 . Since L[S, x] satisfies GCH below ωV1 and L[S, x] =

OD
L[S,x]
S,x , by Lemma 3.8 we have that

ω
L[S,x]
2 = sup{α | there is an OD

L[S,x]
S prewellordering of length α},
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in other words, ω
L[S,x]
2 = (ΘS)L[S,x]. Let A = 〈Aα | α < ω

L[S,x]
2 〉 be such that

Aα is the OD
L[S,x]
S -least prewellordering of length α. Since L[S, x] |= ODS-

determinacy, it follows (by Theorem 3.9) that ω
L[S,x]
2 is strongly inaccessible

in HOD
L[S,x]
S . So there is a set H ⊆ ω

L[S,x]
2 coding HOD

L[S,x]
S ∩ V

ω
L[S,x]
2

. Let

T ′ be in P(ω
L[S,x]
2 ) ∩ OD

L[S,x]
S and let T ∈ P(ω

L[S,x]
2 ) ∩ OD

L[S,x]
S code T and

H . Let B = [x]S.
Let

M = LΘM
(RL[S,x])[T,A,B],

where ΘM , T , A, and B are as above. Conditions (1)–(5) of the Generation
Theorem are clearly met and condition (6) follows since L[S, x] satisfies STB

S -
determinacy for four moves, M is ODS in L[S, x] and M contains the reals
of L[S, x]. Thus,

HODM
T,A,B |= ZFC + There is a T -strong cardinal.

Since we have arranged that all of the ingredients T , A, and B are in ODL[S,x]

and also that T codes HODL[S,x] ∩ V
ω

L[S,x]
2

, we have

HODM
T,A,B = HODL[S,x] ∩ V

ω
L[S,x]
2

.

Since T ′ was arbitrary, the result follows.

Theorem 5.41. Assume ZF + AD. Then for an S-cone of x,

HODS,HODS,x
|= ω

HODS,x

2 is a Woodin cardinal.

Proof. This will follow from the next theorem which is more general.

The next two theorems require some notation. Suppose Y is a set and
a ∈ H(ω1). For x ∈ ωω, the (Y, a)-degree of x is the set

[x]Y,a = {z ∈ ωω | HODY,a,z = HODY,a,x}.

The (Y, a)-degrees are the sets of the form [x]Y,a for some x ∈ ωω. Define
x 6Y,a y to hold iff x ∈ HODY,a,y. A cone of (Y, a)-degrees is a set of the form
{[y]Y,a | y >Y,a x0} for some x0 ∈ ωω and a (Y, a)-cone of reals is a set of the
form {y ∈ ωω | y >Y,a x0} for some x0 ∈ ωω. The proof of the Cone Theorem
(Theorem 2.9) generalizes to the present context. In the case where a = ∅

we speak of Y -degrees, etc.
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Theorem 5.42. Assume ZF+AD. Suppose Y is a set and a ∈ H(ω1). Then

for a (Y, a)-cone of x,

HODY,a,[x]Y,a
|= ω

HODY,a,x

2 is a Woodin cardinal,

where [x]Y,a = {z ∈ ωω | HODY,a,z = HODY,a,x}.

Proof. By determinacy it suffices to show that the above statement holds
for a Turing cone of x, which is what we shall do. The key issues in this
case are getting a sufficient amount of GCH and strategic determinacy. To
establish the first we need two preliminary claims. Recall that a set A ⊆ ωω

is comeager if and only if ωω r A is meager.

Claim 1. Assume ZF + AD. Suppose that 〈Aα | α < γ〉 is a sequence of sets
which are comeager in the space ωω, where either γ ∈ On or γ = On, in which
case the sequence is a definable proper class. Then

⋂

α<γ Aα is comeager.

Proof. Assume for contradiction that the claim fails and let γ be least such
that there is a sequence 〈Aα | α < γ〉 the intersection of which is not comea-
ger. By AD,

⋂

α<γ Aα has the property of Baire and so we may assume
without loss of generality that

⋂

α<γ Aα is meager. So, every proper initial
segment has comeager intersection while the whole sequence has meager in-
tersection. We can now violate the Kuratowski-Ulam Theorem. (This is the
analogue for category of Fubini’s theorem. See [10, 5A.9].) Define f on the
complement of

⋂

α<γ Aα as follows:

f(x) = min({α < γ | x 6∈ Aα}).

So if y ∈
⋂

ξ<αAξ then f(y) > α. Since
⋂

α<γ Aα is meager, dom(f) is
comeager. Consider the subset of the plane

Z = {(x, y) ∈ dom(f) × dom(f) | f(x) < f(y)}.

For each x ∈ dom(f) the vertical section

Zx = {y ∈ dom(f) | f(y) > f(x)}

is comeager since it includes
⋂

α6f(x)Aα and for each y ∈ dom(f) the hori-
zontal section

Zy = {x ∈ dom(f) | f(x) < f(y)}

is meager since its complement contains the comeager set
⋂

α<f(y)Aα. Since
Z has the property of Baire, this contradicts the Kuratowski-Ulam Theorem,
the proof of which requires only ACω(R), which follows from AD (Theorem
2.2).
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Claim 2. Assume ZF + AD. Suppose Y is a set, a ∈ H(ω1) and P ∈
HODY,a∩H(ω1) is a partial order. Then for comeager many HODY,a-generic
G ⊆ P,

HODY,a,G = HODY,a[G].

Proof. For each G we clearly have HODY,a[G] ⊆ HODY,a,G. We seek a set
A that is comeager in the Stone space of P and such that for all G ∈ A,
HODY,a,G = HODY,a[G]. We will do this by showing that for each G ∈ A the
latter model can compute the “ordinal theory” of the former model.

For every Σ2-statement ϕ and finite sequence of ordinals ~ξ consider the

statement ϕ[~ξ, Y, a, G] about a generic G. Let Bϕ,~ξ,Y,a be the associated
collection of filters on P and let

P ϕ,~ξ = {p ∈ P | Bϕ,~ξ,Y,a is comeager in Op} and

Nϕ,~ξ = {p ∈ P | B¬ϕ,~ξ,Y,a is comeager in Op},

where Op is the open set of generics containing p. These are the sets of con-

ditions which “positively” and “negatively” decide ϕ[~ξ, Y, a, G], respectively.

So P ϕ,~ξ ∪Nϕ,~ξ is predense. Now let

Aϕ,~ξ ={G ⊆ P | ϕ[~ξ, Y, a, G] ↔ G ∩ P ϕ,~ξ 6= ∅}

∪ {G ⊆ P | ¬ϕ[~ξ, Y, a, G] ↔ G ∩Nϕ,~ξ 6= ∅}.

Each such set is comeager. We thus have a class size well-order of comeager
sets and so, by the previous lemma,

A =
⋂

{Aϕ,~ξ | ϕ is a Σ2-formula and ~ξ ∈ On<ω}

is comeager. But now we have that for all G ∈ A

HODY,a,G = HODY,a[G]

since the latter can compute all answers to questions involving the former—
that is, questions of the form ϕ[~ξ, Y, a, G] where ϕ is Σ2—by checking whether

G hits P ϕ,~ξ or Nϕ,~ξ. (Notice that the restriction to Σ2-formulas suffices
(by reflection) since any statement about an initial segment of HODY,a,G is
Σ2.)
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Claim 3. Assume ZF + AD. Suppose Y is a set and a ∈ H(ω1). Then for a
Turing cone of x,

HODY,a,x |= GCH below ωV1 .

Proof. It suffices to show that CH holds on a cone since given this the proof
that GCH below ωV1 holds on a cone goes through exactly as before.

Suppose for contradiction (by the Cone Theorem (Theorem 2.9)) that
there is a real x0 such that for all x >T x0,

HODY,a,x |= ¬CH.

We will arrive at a contradiction by producing an x >T x0 with the feature
that HODY,a,x |= CH. As before x is obtained by forcing (in two steps) over
HODY,a,x0. First, we get a HODY,a,x0-generic

G ⊆ Col(ω
HODY,a,x0
1 ,RHODY,a,x0 )

and then we use almost disjoint forcing to code G with a real. Viewing the
generic g as a real, by the previous claim we have that for comeager many g,

HODY,a,x0,g = HODY,a,x0[g] |= CH,

and hence
HODY,a,〈x0,g〉 |= CH,

which is a contradiction.

Claim 4. Suppose Y is a set and a ∈ H(ω1). Then for a Turing cone of x,
for each n < ω, II can play n moves of SGB

Y,a,[x]Y,a
, where B = [x]Y,a, and we

demand in addition that II’s moves belong to HODY,a,x, in other words, II
can play n moves of the game

I A0 · · · An−1

II f0 · · · fn−1

where we require, for i + 1 < n,

(1) A0 ∈ P(ωω) ∩ ODV
Y,a,[x]Y,a

, Ai+1 ∈ P(ωω) ∩ ODV
Y,a,[x]Y,a,f0,...,fi

and

(2) fi+1 is prestrategy for Ai+1 that belongs to HODY,a,x and is winning
with respect to [x]Y,a.
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Proof. The proof of Theorem 5.13 actually establishes this stronger result.

We are now in a position to meet the conditions of the Generation The-
orem. For a Turing cone of x,

HODY,a,x |= ZFC + GCH below ωV1 ,

by Claim 3, and for all n < ω,

STB
Y,a,[x]Y,a

-determinacy for n moves

holds in V where B = [x]Y,a, by Claim 4. Let x be in this cone.

Let ΘM = ω
HODY,a,x

2 . Since HODY,a,x |= ZFC + GCH below ωV1 ,

ΘM = Θ.

Since every set is ODY,a,x, and hence ODY,a,[x]Y ,x,

Θ = ΘY,a,[x]Y ,

by Lemma 3.8. Thus,
ω

HODY,a,x

2 = Θ
HODY,a,x

Y,a,[x]Y,a
.

Letting A = 〈Aα | α < ω
HODY,a,x

2 〉 be such that Aα is the ODY,a,[x]Y,a
-least

prewellordering of length α we have that A is ODY,a,[x]Y,a
. We also have

that ω
HODY,a,x

2 is strongly inaccessible in HODY,a,[x]Y,a
, by Theorem 3.9. So

there is a set H ⊆ ω
HODY,a,x

2 coding HODY,a,[x]Y,a
∩ V

ω
HODY,a,x
2

. Let T ′ be in

P(ω
HODY,a,x

2 ) ∩ ODY,a,[x]Y,a
and let T ∈ P(ω

HODY,a,x

2 ) ∩ ODY,a,[x]Y,a
code T ′

and H . Let B = [x]Y,a.
Let

M = LΘM
(RHODY,a,x)[T,A,B],

where ΘM , T , A, and B are as above. Conditions (1)–(5) of the Genera-
tion Theorem are clearly met. Condition (6) follows from the fact that M
is ODY,a,[x]Y,a

and we have arranged (in Claim 4) that all of II’s moves in

SGB
Y,a,[x]Y,a

are in M .
Thus,

HODM
T,A,B |= ZFC + There is a T -strong cardinal,
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and since we have arranged that

HODM
T,A,B = HODY,a,[x]Y,a

∩ V
ω

HODY,a,x
2

,

and T was arbitrary, the result follows.

In the above theorem the degree notion [x]Y,a depends on the initial choice
of a. However, later (in Section 6.2) we will want to construct models with
many Woodin cardinals. A natural approach to doing this is to iteratively
apply the previous theorem, starting off with a = ∅, increasing the degree
of x to get that ω

HODY,x

2 is a Woodin cardinal in HODY,[x]Y , and then taking

a = [x]Y , increasing the degree of x yet again to get that ω
HODY,[x]Y ,x

2 is a
Woodin cardinal in HODY,[x]Y ,[x]Y,[x]Y

, etc. This leads to serious difficulties
since the degree notion is changing. We would like to keep the degree notion
fixed as we supplement a and for this reason we need the following variant
of the previous theorem.

Theorem 5.43. Assume ZF+AD. Suppose Y is a set and a ∈ H(ω1). Then

for a Y -cone of x,

HODY,a,[x]Y |= ω
HODY,a,x

2 is a Woodin cardinal,

where [x]Y = {z ∈ ωω | HODY,z = HODY,x}.

Proof. The proof is essentially the same as that of the previous theorem.
Claims 1 to 3 are exactly as before. The only difference is that now in Claim
4 we have [x]Y in place of [x]Y,a. The proof of this version of the claim is the
same, as is that of the rest of the theorem.

6. Definable Determinacy

We now use the Generation Theorem to derive the optimal amount of large
cardinal strength from both lightface and boldface definable determinacy.

The main result concerning lightface definable determinacy is the follow-
ing:

Theorem 6.1. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone

of x,
HODL[x] |= ZFC + ω

L[x]
2 is a Woodin cardinal.
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When combined with the results mentioned in the introduction this has the
consequence that the theories ZFC + OD-determinacy and ZFC + “There is
a Woodin cardinal” are equiconsistent. In order to prove this theorem we
will have to get into the situation of the Generation Theorem. The issue
here is that ∆1

2-determinacy does not imply that for a cone of x strategic
determinacy holds in L[x] with respect to the constructibility degree of x.
Instead we will use a different basis set B, one for which we can establish
STB-determinacy for four moves, using ∆1

2-determinacy alone.
The main result concerning boldface definable determinacy is the follow-

ing:

Theorem 6.2. Assume ZF+AD. Suppose Y is a set. There is a generalized

Prikry forcing PY through the Y -degrees such that if G ⊆ PY is V -generic

and 〈[xi]Y | i < ω〉 is the associated sequence, then

HOD
V [G]
Y,〈[xi]Y |i<ω〉,V |= ZFC + There are ω-many Woodin cardinals.

When combined with the results mentioned in the introduction this has the
consequence that the theires ZFC + OD(R)-determinacy and ZFC + “There
are ω-many Woodin cardinals” are equiconsistent. As an application we
show that when conjoined with the Derived Model Theorem (Theorem 1.5
or, more generally, Theorem 8.12) this result enables one to reprove and
generalize Kechris’ theorem (Theorem 2.6).

6.1. Lightface Definable Determinacy

In this subsection we will work in the theory ZF+ DC+ ∆1
2-determinacy and

examine the features of the model L[x] for a Turing cone of reals x. Our aim
is to show that for a Turing cone of x,

HODL[x] |= ω
L[x]
2 is a Woodin cardinal.

This will be done by showing that the conditions of the Generation Theorem
can be met. We already know that this is true assuming full boldface deter-
minacy in the background universe. But now we are working with a weak
form of lightface definable determinacy and this presents new obstacles. The
main difficulty is in showing that for a Turing cone of x,

L[x] |= STB-determinacy
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for an appropriate basis B. In the boldface setting we took our basis B to
be the constructibility degree of x. But as we shall see (in Theorem 6.12) in
our present setting one cannot secure this version of strategic determinacy.
Nevertheless, it turns out that strategic determinacy holds for a different,
smaller basis. This leads to the notion of restricted strategic determinacy.

We shall successively extract stronger and stronger forms of determinacy
until we ultimately reach the version we need. The subsection closes with
a series of limitative results, including results that motivate the need for
strategic and restricted strategic determinacy.

Theorem 6.3 (Martin). Assume ZF + DC + ∆1
2-determinacy. Then Σ1

2-

determinacy.

Proof. Consider A = {x ∈ ωω | ϕ(x)} where ϕ is Σ1
2. We have to show that

A is determined. Our strategy is to show that if II (the Π1
2 player) does not

have a winning strategy for A then I (the Σ1
2 player) has a winning strategy

for A.
Assume that II does not have a winning strategy for A. First, we have

to shift to a “local” setting where we can apply ∆1
2-determinacy. For each

x ∈ ωω,

L[x] |= II does not have a winning strategy in {y ∈ ωω | ϕ(y)}

(since otherwise, by Σ1
3 upward absoluteness, II would have a winning strat-

egy in V , contradicting our initial assumption) and so, by the Löwenheim-
Skolem theorem, there is a countable ordinal λ such that

Lλ[x] |= T + II does not have a winning strategy in {y ∈ ωω | ϕ(y)},

where T is some fixed sufficiently strong fragment of ZFC (such as ZFCN

where N is large or ZFC−Replacement + Σ2-Replacement). For x ∈ ωω, let

λ(x) = µλ (Lλ[x] |= T + II does not have a winning

strategy in {y ∈ ωω | ϕ(y)}).

For convenience let Ax = {y ∈ ωω | ϕ(y)}Lλ(x)[x].
Consider the game G

I a, x
II b
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where I wins iff a∗b ∈ Lλ(x)[x] and Lλ(x)[x] |= ϕ(a∗b). Here Player I is to
be thought of as choosing the playing field Lλ(x)[x] in which the two players
are to play an auxiliary round (via a and b) of the localized game Ax. The
key point is that since λ(x) is always defined this game is ∆1

2 and hence
determined.

We claim that I has a winning strategy in G (and so I wins each round
of the localized games Ax) and, furthermore, that (by ranging over these
rounds and applying upward Σ1

2-absoluteness) this winning strategy yields a
winning strategy for I in A.

Assume for contradiction (by ∆1
2-determinacy) that II has a winning strat-

egy τ0 in G. For each x >T τ0, in Lλ(x)[x] we can derive a winning strategy
τx for II in Ax as follows: For a ∈ (ωω)Lλ(x)[x], let (a∗τx)II = b where b is
such that (〈a, x〉∗τ0)II = b. Since τ0 is a winning strategy for II in G and we
have arranged that a∗b ∈ Lλ(x)[x], II must win in virtue of the second clause,
which means that a∗b /∈ Ax. Thus, Lλ(x)[x] |= “τx is a winning strategy for
II in Ax”, which is a contradiction.

Thus I has a winning strategy σ0 in G. Consider the derived strategy σ
such that for b ∈ ωω, (σ∗b)I = a where a is such that (σ0∗b)I = 〈a, x〉. Since
σ0 is a winning strategy for I in G, σ∗b ∈ Lλ(x)[x] and Lλ(x)[x] |= ϕ(σ∗b) and
so, by upward Σ1

2-absoluteness, V |= ϕ(σ∗b). Thus, σ is a winning strategy
for I in A.

6.4 Remark.

(1) The above proof relativizes to a real parameter to show that ∆1
2(x)-

determinacy implies Σ1
2(x)-determinacy.

(2) A similar but more elaborate argument shows that if ∆1
2-determinacy

holds and for every real x, x# exists, then Th(L[x]) is constant for a
Turing cone of x. See [7].

Theorem 6.5 (Martin). Assume ZF + DC + ∆1
2-determinacy. If I has a

winning strategy in a Σ1
2-game then I has a ∆1

3 strategy.

Proof. Consider A = {x ∈ ωω | ϕ(x)} where ϕ is Σ1
2. Our strategy is to show

that if II (the Π1
2 player) does not win A then I (the Σ1

2 player) wins A via
a ∆1

3 strategy.
Assume that II does not have a winning strategy in A. For x ∈ ωω,

let λ(x), Ax, G, and σ0 be as in the previous proof. Since σ0 is a winning
strategy for I in G, for x >T σ0, in Lλ(x)[x] we can derive a winning strategy
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σx for I in Ax as follows: For x >T σ0 and b ∈ (ωω)Lλ(x)[x] let (σ∗b)I = a
where a is such that (σ0∗b)I = 〈a, x〉.

Next we show that there is an x0 >T σ0 such that for all x >T x0,
Lλ(x)[x] |= ∆1

2-determinacy. Let 〈ϕn, ψn〉 enumerate the pairs of Σ1
2-formulas

and let Aϕ = {x ∈ ωω | ϕ(x)}. Using DC let zn be such that zn codes a
winning strategy for Aϕn if Aϕn = ωω r Aψn (i.e. Aϕn is ∆1

2); otherwise let
zn = 〈0, 0, . . .〉. Finally, let x0 code 〈zn | n < ω〉. Thus, for x >T x0,

Lλ(x)[x] |= I has a Σ1
4 strategy in Ax

by the Third Periodicity Theorem of Moschovakis.
(For a proof of Third Periodicity see Jackson’s chapter in this Hand-

book. The statement of Third Periodicity typically involves boldface deter-
minacy. However, the proof shows that lightface ∆1

2 determinacy suffices to
get Σ1

4 winning strategies for Σ1
2 games that I wins. To see this note that

Scale(Σ1
2) holds in ZF + DC. Furthermore, we also have the determinacy of

the Σ1
2 games (denoted Gn

s,t in Jackson’s chapter) that are used to define the
prewellorderings and ultimately the definable strategies. It follows that these
prewellorderings and strategies are

a
Σ1

2 ⊆ Σ1
4. (Notice that if we had ∆∼

1
2-

determinacy then we could flip the quantifiers and conclude that
a

Σ1
2 = Π1

3

and hence get ∆1
3 strategies. However, in our present lightface setting some

more work is required.))
For x >T x0, let σ̂x be the Σ1

4-strategy for I in Ax. For a Turing cone of
x the formula ϕ(y, z) defining this strategy is constant. We can now “freeze
out” the value of σ̂x on a Turing cone of x. The key point is that the function
x 7→ Lλ(x)[x] is ∆1

2. So, for each s ∈ ω2n and m ∈ ω the statement

Lλ(x)[x] |= ϕ(s,m)

is ∆1
2. Thus, for each s ∈ ω2n, the m such that Lλ(x)[x] |= ϕ(s,m) is fixed for

a Turing cone of x. Since there are only countably many s ∈ ω2n this means
that the value of σ̂x is fixed on a Turing cone of x. Finally, letting

σ(s) = m↔ ∃x0∀x >T x0 (Lλ(x)[x] |= ϕ(s,m))

↔ ∀x0∃x >T x0 (Lλ(x)[x] |= ϕ(s,m))

(where we have used ∆1
2-determinacy to flip the quantifiers) we have that σ

is a ∆1
3 winning strategy for I in A.
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Kechris and Solovay showed (in [6]) that under ZF+DC+∆1
2-determinacy

there is a real x0 that “enforces” OD-determinacy in the following sense: For
all x >T x0, L[x] |= OD-determinacy. We will need the following strength-
ening of this result, which involves a stronger notion of “enforcement”. We
need the following definition: An ordinal λ is additively closed (a.c.) iff for
all α, β < λ, α + β < λ.

Theorem 6.6. Assume ZF + DC + ∆1
2-determinacy. Then there is a real x0

such that for all additively closed λ > ω, and for all reals x, if x0 ∈ Lλ[x],
then Lλ[x] |= OD-determinacy.

Proof. Some preliminary remarks are in order. First, for λ additively closed,
Lλ[x] might satisfy only a very weak fragment of ZFC; so the statement
“Lλ[x] |= OD-determinacy” is to be taken in the following external sense:
For each ξ < λ and for each formula ϕ, Lλ[x] |=“Either I or II has a winning
strategy for {z ∈ ωω | ϕ(z, ξ)}”. The point is that this statement makes
sense even when {z ∈ ωω | ϕ(z, ξ)} is a proper class from the point of view of
Lλ[x]. Second, the key feature of additively closed λ > ω, is that if y ∈ Lλ[x]
then Lλ[y] ⊆ Lλ[x]. This is true since additively closed ordinals λ > ω are
such that α+ λ = λ for all α < λ and so if y is constructed at stage α, then
Lλ[x] still has λ-many remaining stages in which to “catch up” and construct
everything in Lλ[y]. Third, the proof of the theorem is a “localization” of
the proof of Theorem 5.12.

Assume for contradiction that for every real x0 there is an additively
closed λ > ω and a real x such that x0 ∈ Lλ[x] and Lλ[x] 6|= OD-determinacy.
So, for every real x0 there is an additively closed λ > ω and a real x′ >T x0

such that Lλ[x′] 6|= OD-determinacy (since we can take x′ = 〈x, x0〉 where x
and x0 are as in the first statement) and hence, by the Löwenheim-Skolem
theorem,

∀x0 ∈ ωω ∃x >T x0 ∃λ λ is a.c. ∧ ω < λ < ω1 ∧

Lλ[x] 6|= OD-determinacy,

where ‘a.c.’ abbreviates ‘additively closed’. Since the condition on x in this
statement is Σ1

2 and since we have Σ1
2-determinacy (by Theorem 6.3)

∃x0 ∈ ωω ∀x >T x0 ∃λ λ is a.c. ∧ ω < λ < ω1 ∧

Lλ[x] 6|= OD-determinacy



6. Definable Determinacy 151

by the Cone Theorem (Theorem 2.9). Let

λ(x) =

{

µλ (ω < λ < ω1 ∧ λ is a.c. ∧ Lλ[x] 6|= OD-det) if such a λ exists

undefined otherwise.

Notice that for a Turing cone of x

λ(x) is defined

and that there are x0 of arbitrarily large Turing degree such that for all
x >T x0

λ(x) > λ(x0).

To see this last point it suffices to observe that otherwise (by Σ1
2-determinacy

and the Cone Theorem (Theorem 2.9)) there would be an infinite descending
sequence of ordinals. This point will be instrumental below in ensuring that
Player II can “steer into the right model”.

For each x such that λ(x) is defined let (ϕx, ξx) be lexicographically least
such that

Lλ(x)[x] |= {z ∈ ωω | ϕx(z, ξx)} is not determined

and let Ax = {z ∈ ωω | ϕx(z, ξx)}. (However, note that since Ax might be
a proper class from the point of view of Lλ(x)[x], when we write ‘Lλ(x)[x] |=
a ∈ Ax’ we really mean ‘Lλ(x)[x] |= ϕx(a, ξx)’.)

Consider the game
I a, b
II c, d

where, letting p = 〈a, b, c, d〉, I wins iff λ(p) is defined and Lλ(p)[p] |= “a∗d ∈
Ap”. This game is Σ1

2, hence determined.
(Notice that in contrast to the proof of Theorem 5.12 we cannot include

x0 in p since we need our game to be lightface definable. However, in the
plays of interest we will have one player fold in x0. This will ensure that the
first clause of the winning condition is satisfied and so the players are to be
thought of as cooperating to determine the model Lλ(p)[p] and simultaneously
playing an auxiliary game (via a and d) on the least non-determined OD set
of this model, namely, Ax.)

We will arrive at a contradiction by showing that neither player can win.

Case 1: I has a winning strategy σ0.
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Let x0 >T σ0 be such that for all x >T x0, λ(x) is defined and λ(x) >

λ(x0). We claim that Lλ(x0)[x0] |= “I has a winning strategy σ in Ax0”, which
is a contradiction. The strategy σ is the strategy derived by playing the
main game according to σ0 while having II feed in x0 for c and playing
some auxiliary play d ∈ Lλ(x0)[x0]; that is, (σ∗d)I = a where a is such that
(σ0∗〈x0, d〉)I = 〈a, b〉:

I a, b
II x0, d.

Let p = 〈a, b, x0, d〉. Since we have ensured that p >T x0 we know that λ(p)
is defined and, since σ0 is winning for I, I must win in virtue of the first
clause and so Lλ(p)[p] |= “a∗d ∈ Ap”. It remains to see that II has managed
to “steer into the right model”, that is, that

Lλ(p)[p] = Lλ(x0)[x0]

and hence
Ap = Ax0 .

Since x0 >T σ0 and d ∈ Lλ(x0)[x0] we have that p ∈ Lλ(x0)[x0] and

Lλ(x0)[p] = Lλ(x0)[x0]

(where for the left to right inclusion we have used that λ(x0) is additively
closed). Furthermore, by arrangement, λ(p) > λ(x0) since p >T x0. But
λ(p) is the least additively closed λ such that ω < λ < ω1 and Lλ[p] 6|= OD-
determinacy. Thus, λ(p) = λ(x0) and

Lλ(p)[p] = Lλ(x0)[x0].

So Lλ(x0)[x0] |= “σ∗d ∈ Ax0”. Since this is true for any d ∈ Lλ(x0)[x0], this
means that Lλ(x0)[x0] |= “σ is a winning strategy for I in Ax0”, which is a
contradiction.

Case 2: II has a winning strategy τ0.

Let x0 >T τ0 be such that for all x >T x0, λ(x) is defined and λ(x) >

λ(x0). For a ∈ Lλ(x0)[x0] let (a∗τ)II where d is such that (〈a, x0〉∗τ0)II =
〈c, d〉. Since p >T x0, II must win in virtue of the second clause. The rest
of the argument is exactly as above. So we have that Lλ(x0)[x0] |= “τ is a
winning strategy for II in Ax0”, which is a contradiction.
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6.7 Remark. The proof relativizes to a real parameter to show ZF + DC +
Σ1

2(x)-determinacy implies that there is a real enforcing (in the strong sense
of Theorem 6.6) ODx-determinacy.

Corollary 6.8 (Kechris and Solovay). Assume ZF. Suppose L[x] |= ∆1
2-

determinacy, where x ∈ ωω. Then L[x] |= OD-determinacy.

Proof. This follows by reflection.

We will now extract an even stronger form of determinacy from ∆1
2-

determinacy. We begin by recalling some definitions. The strategic game

with respect to the basis B is the game SGB

I A0 · · · An · · ·
II f0 · · · fn · · ·

where we require

(1) A0 ∈ P(ωω) ∩ OD, An+1 ∈ P(ωω) ∩ ODf0,...,fn and

(2) fn is a prestrategy for An that is winning with respect to B,

and II wins iff he can play all ω rounds. We say that strategic determinacy

holds with respect to the basis B (STB-determinacy) if II wins SGB.
In the context of L[S, x] we dropped reference to the basis B since it was

always understood to be {y ∈ ωω | L[S, y] = L[S, x]}. In our present lightface
setting we will have to pay more careful attention to B since (as we will see
in Theorem 6.12) ∆1

2-determinacy is insufficient to ensure that for a Turing
cone of x, L[x] |= STB-determinacy, where B = {y ∈ ωω | L[y] = L[x]}. We
will now be interpreting strategic determinacy in the local setting of models
Lλ[x] where x ∈ ωω and λ is a countable ordinal and the relevant basis will
be of the form C ∩ {y ∈ ωω | Lλ[y] = Lλ[x]} where C is a Π1

2 set of Lλ[x].
It is in the attempt to “localize” the proof of Theorem 5.14 that the need
for the Π1

2 set becomes manifest. The issue is one of “steering into the right
model” and can be seen to first arise in the proof of Claim 3 below.

Let RST-determinacy abbreviate the statement “There is a Π1
2 set C

such that C contains a Turing cone and STB-determinacy holds where B =
C ∩ {y ∈ ωω | L[y] = V }”. Here ‘R’ stands for ‘restrictive’. We will be
interpreting this notion over models Lλ[x] that do not satisfy full Replace-
ment. In such a case it is to be understood that the statement involves the
Σ1 definition of ordinal definability.
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Theorem 6.9. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone

of x,
L[x] |= RST-determinacy.

Proof. We will actually prove something stronger: Assume ZF + V=L[x] +
∆1

2-determinacy for some x ∈ ωω. Let T be the theory ZFC−Replacement +
Σ2-Replacement. Then there is a real z0 such that if Lλ[z] is such that
z0 ∈ Lλ[z] and Lλ[z] |= T then Lλ[z] |= RST-determinacy. The theorem
follows by reflection.

Assume for contradiction that for every real z0 there is a real z >T z0
and an ordinal λ such that Lλ[z] |= T+¬RST-determinacy. The preliminary
step is to reduce to a local setting where we can apply ∆1

2-determinacy. By
the Löwenheim-Skolem theorem

∀z0 ∈ ωω ∃z >T z0 ∃λ < ω1 (Lλ[z] |= T + ¬RST-determinacy).

Since the condition on z in this statement is Σ1
2 and since we have OD-

determinacy (by Corollary 6.8) it follows (by the Cone Theorem (Theorem
2.9)) that

∃z0 ∈ ωω ∀z >T z0 ∃λ < ω1 (Lλ[z] |= T + ¬RST-determinacy).

For z ∈ ωω, let

λ(z) =

{

µλ (Lλ[z] |= T + ¬RST-determinacy) if such a λ exists

undefined otherwise.

Thus, if λ(z) is defined, then for every (Π1
2)
Lλ(z)[z] set C that contains a Turing

cone, I wins the game

I A0 · · · An · · ·
II f0 · · · fn · · ·

where we require

(1) A0 ∈ ODLλ(z)[z], An+1 ∈ OD
Lλ(z)[z]

f0,...,fn
, and

(2) fn is a prestrategy for An that is winning with respect to C ∩{y ∈ ωω |
Lλ(z)[y] = Lλ(z)[z]}.
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We now need to specify a particular (Π1
2)Lλ(z)[z] set since (i) we want to get our

hands on a canonical winning strategy σz for I and (ii) we need to solve the
“steering problem”. The näıve approach would be to forget about the Π1

2 sets
and just work with {y ∈ ωω | Lλ(z)[y] = Lλ(z)[z]}. The trouble is that for an
element y of this set we might have λ(y) < λ(z) and yet (when we implement
the proof of Theorem 5.13) we will need to ensure that Lλ(y)[y] = Lλ(z)[z] and
thus Ay = Az and for this we require that λ(y) = λ(z). So we will need to
intersect with a set C that “holds up the value of λ(y)”. A good candidate
is the following: For each z such that λ(z) is defined let

Cz = {y ∈ ωω | λ(y) is undefined}Lλ(z)[z].

This is a (Π1
2)Lλ(z)[z]-set. It contains z (since in Lλ(z)[z] the ordinal λ(z) is

certainly undefined). We would like to ensure that it contains the cone above
z.

Claim 1. For a Turing cone of z,

(1) λ(z) is defined,

(2) for all reals y ∈ Lλ(z)[z], if y >T z then λ(y) = λ(z).

Proof. We have already proved (1). Assume for contradiction that (2) does
not hold on a Turing cone. Then (by OD-determinacy) for every real z there
is a real z′ >T z such that λ(z′) is defined and in Lλ(z′)[z

′] there is a real
z′′ such that z′′ >T x′ and λ(z′′) < λ(z). But then, for each n < ω, we
can successively choose zn+1 >T zn such that λ(zn+1) < λ(zn), which is a
contradiction.

For each z as in Claim 1 we now have that Cz contains the Turing cone
above z (since, by (2) of Claim 1, λ(y) = λ(z) and so Lλ(y)[y] = Lλ(z)[z] and
again in Lλ(z)[z] the ordinal λ(y) = λ(z) is undefined). Letting

Bz = {y ∈ Cz | Lλ(z)[y] = Lλ(z)[z]}

we have that
I wins (SGBz)Lλ(z)[z].

Moreover, since we have arranged that Lλ(z)[z] |= T, Player I has a canonical

strategy σz ∈ HODLλ(z)[z]. (This is because, since Lλ(z)[z] |= T, the ODLλ(z)[z]

sets of reals are sets (and not proper classes) in Lλ(z)[z]. So the tree on which
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(SGBz)Lλ(z)[z] is played is an element of HODLλ(z)[z].) Notice also that σz

depends only on the model Lλ(z)[z], in the sense that if Lλ(y)[y] = Lλ(z)[z]
then σy = σz.

Our aim is to obtain a contradiction by defeating σz for some z in the
Turing cone of Claim 1. We will do this by constructing a sequence of
games G0, G1, . . . , Gn, . . . such that I must win via σ0, σ1, . . . , σn, . . . and,
for a Turing cone of z, the winning strategies give rise to prestrategies
f z0 , f

z
1 , . . . , f

z
n, . . . that constitute a non-losing play against σz in the game

(SGBz)Lλ(z)[z].

Step 0. Consider (in L[x]) the game G0

I ǫ a, b
II c, d

where ǫ is either 1 or 2 and, letting p = 〈a, b, c, d〉, I wins iff

(1) p satisfies the condition on z in Claim 1 (so σp makes sense) and

(2) ǫ = 1 iff Lλ(p)[p] |= “a∗d ∈ Ap0”, where Ap0 = σp(∅).

In the plays of interest we will ensure that p is in the cone of Claim 1. So
clause (1) of the winning condition will be automatically satisfied and the
decisive factor will be whether in Lλ(p)[p] Player ǫ wins the auxiliary round
(via a and d) of Ap0. This game is Σ1

2 (for Player I), hence determined.

Claim 2. I has a winning strategy σ0 in G0.

Proof. Assume for contradiction that I does not have a winning strategy
in G0. Then, by Σ1

2-determinacy, II has a winning strategy τ0 in G0. Let
z0 >T τ0 be such that for all z >T z0,

(1) z satisfies the conditions of Claim 1 and

(2) if λ and z are such that z0 ∈ Lλ[z] and Lλ[z] |= T then Lλ[z] |=
OD-determinacy (by Theorem 6.6).

Consider Az00 = σz0(∅). Since Lλ(z0)[z0] |= OD-determinacy, Lλ(z0)[z0] |=
“Az00 is determined”. We will use τ0 to show that neither player can win this
game. Suppose for contradiction that Lλ(z0)[z0] |= “σ is a winning strategy
for I in Az00 ”. Run G0 according to τ0, having Player I (falsely) predict that
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Player I wins the auxiliary game, while steering into Lλ(z0)[z0] by playing
b = z0 and using σ to respond to τ0 on the auxiliary play:

I 1 (σ∗d)I, z0
II c, d

We have to see that Player I has indeed managed to steer into Lλ(z0)[z0],
that is, we have to see that Lλ(p)[p] = Lλ(z0)[z0], where p = 〈(σ∗d)I, z0, c, d〉.
Since σ, z0, τ0 ∈ Lλ(z0)[z0] and λ(z0) is additively closed, we have Lλ(z0)[p] =
Lλ(z0)[z0]. But λ(p) = λ(z0) since z0 satisfies Claim 1. Thus, Lλ(p)[p] =
Lλ(z0)[z0] and hence Ap0 = Az00 . Finally, since τ0 is a winning strategy for II
in G0 and ǫ = 1, we have that Lλ(p)[p] |= “σ∗d 6∈ Ap0”, and hence Lλ(z0)[z0] |=
“σ∗d 6∈ Az00 ”, which contradicts the assumption that σ is a winning strategy
for I. Similarly, we can use τ0 to defeat any strategy τ for II in Az00 .

Since the game is Σ1
2 for Player I, Player I has a ∆1

3-strategy σ0, by
Theorem 6.5.

Claim 3. For every real z >T σ0 in the Turing cone of Claim 1, there is
a prestrategy f z0 such that f z0 is definable in Lλ(z)[z] from σ0 and f z0 is a
non-losing first move for II against σz in (SGBz)Lλ(z)[z].

Proof. Fix z >T σ0 as in Claim 1. Consider Az0 = σz(∅). Let f z0 be the
prestrategy derived from σ0 in Lλ(z)[z] by extracting the response in the
auxiliary game, that is, for y ∈ (ωω)Lλ(z)[z] let f z0 (y) be such that for d ∈
(ωω)Lλ(z)[z], f z0 (y)∗d = a∗d where a is such that (σ0∗〈y, d〉)I = 〈ǫ, a, b〉. f z0 is
clearly definable in Lλ(z)[z] from σ0. We claim that f z0 is a non-losing first
move for II against σz in (SGBz )Lλ(z)[z].

To motivate the need for the Π1
2 set, let us first see why f z0 need not be a

prestrategy for II in Az0 that is winning with respect to {y ∈ (ωω)Lλ(z)[z] |
Lλ(z)[y] = Lλ(z)[z]}. Consider such a real y and an auxiliary play d ∈
(ωω)Lλ(z)[z]. By definition f z0 (y) is such that f z0 (y)∗d = a∗d where a is such
that (σ0∗〈y, d〉)I = 〈ǫ, a, b〉. Assume first that ǫ = 1. Since σ0 is a winning
strategy for I in G0, f

z
0 (y)∗d = a∗d ∈ Ap0 where p = 〈a, b, y, d〉. What we

need, however, is that f z0 (y)∗d = a∗d ∈ Az0. The trouble is that we may have
Lλ(p)[p] = Lλ(y)[y] ( Lλ(z)[z] because although Lλ(z)[y] = Lλ(z)[z] we might
have λ(y) < λ(z). And if this is indeed the case then we cannot conclude
that Ap0 = Az0. If ǫ = 0 then f z0 (y)∗d = a∗d 6∈ Ap0 but again what we need is
that f z0 (y)∗d = a∗d 6∈ Az0 and the same problem arises.
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The above problem is solved by demanding in addition that y ∈ Cz,
since then λ(y) = λ(z) and so ǫ = 1 iff Lλ(z)[z] |= “f z0 (y)∗d = a∗d ∈
Ap0 = Az0” as desired. Thus f z0 is a non-losing first move for II against σz in
(SGBz)Lλ(z)[z].

Step n+1. Assume that we have defined (in L[x]) games G0, . . . , Gn

with winning strategies σ0, . . . , σn ∈ HOD such that for all z >T 〈σ0, . . . , σn〉
in the Turing cone of Claim 1 there are prestrategies f z0 , . . . , f

z
n such that

f zi is definable in Lλ(z)[z] from σ0, . . . , σi (for all i 6 n) and f z0 , . . . , f
z
n is a

non-losing partial play for II in (SGBz)Lλ(z)[z].
Consider (in L[x]) the game Gn+1

I ǫ a, b
II c, d

where ǫ is 1 or 2 and, letting p = 〈a, b, c, d, σ0, . . . , σn〉, I wins iff

(1) p satisfies the condition on z in Claim 1 (so σp makes sense) and

(2) ǫ = 1 iff Lλ(p)[p] |= “a∗d ∈ Apn+1”, where Apn+1 is I’s response via σp to
II’s partial play f p0 , . . . , f

p
n

If p satisfies condition (1) then, since p >T 〈σ0, . . . , σn〉, we have, by the
induction hypothesis, prestrategies f p0 , . . . , f

p
n such that f pi is definable in

Lλ(p)[p] from σ0, . . . , σi (for all i 6 n) and f p0 , . . . , f
p
n is a non-losing partial

play for II in (SGBp)Lλ(p)[p]. Thus, condition (2) in the definition of the game
makes sense.

This game is Σ1
2(σ0, . . . , σn) (for Player I) and hence determined (since

σ0, . . . , σn ∈ HOD and we have OD-determinacy, by Theorem 6.6).

Claim 4. I has a winning strategy σn+1 in Gn+1.

Proof. Assume for contradiction that I does not have a winning strategy.
Then, by OD-determinacy, II has a winning strategy τn+1. Let zn+1 >T

〈τn+1, σ0, . . . , σn〉 be such that for all z >T zn+1,

(1) z satisfies the conditions of Claim 1 and

(2) if λ and z are such that zn+1 ∈ Lλ[z] and Lλ[z] |= T then Lλ[z] |=
ODσ0,...,σn-determinacy (by the relativized version of Theorem 6.6).
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It follows that
Lλ(zn+1)[zn+1] |= A

zn+1

n+1 is determined,

where A
zn+1

n+1 = σzn+1(〈f
zn+1

0 , . . . , f zn+1
n 〉). This is because A

zn+1

n+1 is an ele-

ment of HODLλ(zn+1)[zn+1](σ0, . . . , σn) (as all of the ingredients σzn+1 , f
zn+1

0 ,
. . . , f zn+1

n used to define A
zn+1

n+1 are in this model) and we arranged that
Lλ(zn+1)[zn+1] satisfies ODσ0,...,σn-determinacy.

[The enforcement of the parameterized version of OD-determinacy in (2)
appears to be necessary. The point is that even though, in Step 1 for example,
σ0 is ∆1

3 and σ0 ∈ Lλ(z)[z] we have no guarantee that in Lλ(z1)[z1], σ0 satisfies

this definition. If we did then we would have that Az1 is in HODLλ(z1)[z1] and
hence just enforce OD-determinacy.]

We will use τn+1 to show that neither player can win this game. The argu-
ment is exactly as in Step 0 except with the subscripts ‘0’ replaced by ‘n+1’:
Suppose for contradiction that Lλ(zn+1)[zn+1] |= “σ is a winning strategy for
I in A

zn+1

n+1 ”. Run Gn+1 according to τn+1, having Player I (falsely) predict
that Player I wins the auxiliary game, while steering into Lλ(zn+1)[zn+1] by
playing b = zn+1 and using σ to respond to τn+1 on the auxiliary play:

I 1 (σ∗d)I, zn+1

II c, d

We have to see that Player I has indeed managed to steer into Lλ(zn+1)[zn+1],
that is, we have to see that Lλ(p)[p] = Lλ(zn+1)[zn+1], where p is the set
〈(σ∗d)I, zn+1, c, d〉. Since σ, zn+1, τn+1 ∈ Lλ(zn+1)[zn+1] and λ(zn+1) is addi-
tively closed, we have Lλ(p)[p] = Lλ(zn+1)[zn+1]. Since p >T zn+1 and zn+1 sat-
isfies the condition of Claim 1, λ(p) = λ(z), and so Lλ(p)[p] = Lλ(zn+1)[zn+1]
and hence Apn+1 = A

zn+1

n+1 . Finally, since τn+1 is a winning strategy for II
in Gn+1 and ǫ = 1, we have that Lλ(p)[p] |= “σ∗d 6∈ Apn+1”, and hence
Lλ(zn+1)[zn+1] |= “σ∗d 6∈ A

zn+1

n+1 ”, which contradicts the assumption that σ is
a winning strategy for I. Similarly, we can use τn+1 to defeat any strategy τ
for II in A

zn+1

n+1 .

Since the game is Σ1
2(σ0, . . . , σn) for Player I, Player I has a ∆1

3(σ0, . . . , σn)
strategy σn+1, by the relativized version of Theorem 6.5.

Claim 5. For every real z >T 〈σ0, . . . , σn〉 as in Claim 1, there is a pre-
strategy f zn+1 that is definable in Lλ(z)[z] from σ0, . . . , σn+1 and such that
f z0 , . . . , f

z
n+1 is a non-losing first move for II against σz in (SGBz)Lλ(z)[z].
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Proof. The proof is just like the proof of Claim 3. Fix z >T 〈σ0, . . . , σn〉 as in
Claim 1 and consider Azn+1 = σz(〈f z0 , . . . , f

z
n〉). Let f zn+1 be the prestrategy

derived from σn+1 in Lλ(z)[z] by extracting the response in the auxiliary
game, that is, for y ∈ (ωω)Lλ(z)[z] let f zn+1(y) be such that for d ∈ (ωω)Lλ(z)[z],
f zn+1(y)∗d = a∗d where a is such that (σn+1∗〈y, d〉)I = 〈ǫ, a, b〉. Clearly, f zn+1

is definable in Lλ(z)[z] from σ0, . . . , σn+1. We claim that f zn+1 is a non-losing
first move for II against σz in (SGBz)Lλ(z)[z]. Again the point is that for
y ∈ Bz, Lλ(y)[y] = Lλ(z)[z], hence Ayn+1 = Azn+1. Thus, ǫ = 1 iff Lλ(z)[z] |=
“f zn+1(y)∗d = a∗d ∈ Apn+1 = Azn+1” as desired. Hence 〈f z0 , . . . , f

z
n+1〉 is a

non-losing play for II against σz in (SGBz)Lλ(z)[z].

Finally, letting z∞ be such that z∞ >T zn for all n and z∞ is as in Claim
1, we have that f z

∞

0 , . . . , f z
∞

n , . . . defeats σz
∞

in (SGBz∞ )Lλ(z∞)[z
∞], which

is a contradiction.

Theorem 6.10. Assume ZF + DC + ∆1
2-determinacy. Then for a Turing

cone of x,
HODL[x] |= ZFC + ω

L[x]
2 is a Woodin cardinal.

Proof. For a Turing cone of x, L[x] |= RST-determinacy, by Theorem 6.9.
Let x be in this cone. We have to meet the conditions of the Generation
Theorem. Let ΘM = ω

L[x]
2 . Since L[x] satisfies GCH and L[x] = ODL[x]

x ,

ω
L[x]
2 = sup{α | there is an ODL[x] prewellordering of length α},

in other words, ω
L[x]
2 = (Θ0)

L[x]. Let A = 〈Aα | α < ω
L[x]
2 〉 be such that Aα is

the ODL[x]-least prewellordering of length α. Since L[x] |= OD-determinacy,

it follows (by Theorem 3.9) that ω
L[x]
2 is strongly inaccessible in HODL[x]. So

there is a set H ⊆ ω
L[x]
2 coding HODL[x]∩V

ω
L[x]
2

. Let T ′ be in P(ω
L[x]
2 )∩ODL[x]

and let T ∈ P(ω
L[x]
2 )∩ODL[x] code T ′ and H . Let B be as in the statement

of RST-determinacy.
Let

M = (LΘM
(R)[T,A,B])L[x],

where ΘM , T , A, B are as above. Conditions (1)–(5) of the Generation
Theorem are clearly met and condition (6) follows since L[x] satisfies RST-
determinacy, M is OD in L[x] and M contains the reals of L[x]. Thus,

HODM
T,A,B |= ZFC + There is a T -strong cardinal.
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Since, by arrangement, HODM
T,A,B = HODL[x] ∩ V

ω
L[x]
2

, it follows that

HODL[x] |= ZFC + There is a T -strong cardinal.

Since T ′ was arbitrary, the theorem follows.

We close with four limitative results. The first result motivates the need
for the notion of strategic determinacy by showing that strategic determinacy
does not follow trivially from OD-determinacy in the sense that for some OD
basis there are OD prestrategies.

Theorem 6.11. Assume ZF. Then for each non-empty OD set B ⊆ ωω,
there is an OD set A ⊆ ωω such that there is no OD prestrategy in A which

is winning with respect to the basis B.

Proof. Assume for contradiction that there is a set B ⊆ ωω which is OD
and such that for all OD sets A ⊆ ωω there is an OD prestrategy fA in A
which is winning with respect to B. We may assume OD-determinacy since if
OD-determinacy fails then the theorem trivially holds (as clearly one cannot
have a prestrategy which is winning with respect to a non-empty basis for a
non-determined game).

We shall need to establish three claims.

Claim 1. Assume ZF. Then

⋂
{

A ⊆ ωω | A ∈ OD, A is Turing invariant,

and A contains a Turing cone
}

= ∅.

Proof. For each α < ω1, let

Aα = {z ∈ ωω | ∃x, y ∈ ωω such that

x ≡T y 6T z and x codes α}.

Notice that Aα is OD, Turing invariant, and contains a Turing cone. But
clearly

⋂

α<ω1
Aα = ∅

since otherwise there would be a real z which recursively encodes all countable
ordinals.
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Claim 2. Assume ZF + OD-determinacy. Then

HOD |= There is a countably complete ultrafilter on ωV1 .

Proof. Since we are not assuming ACω(R), the proof of Theorem 2.12 does
not directly apply. To see this note that ωV1 may not be regular in V—in
fact, we do not even know whether ωV1 is regular in HOD. Nevertheless, we
will be able to implement some of the previous arguments by dropping into
an appropriate model of ACω(R). In the case of countable completeness an
additional change will be required since without ACω(R) we cannot choose
countably many strategies as we did in the earlier proof. Let

µ = {S ⊆ ωV1 | S ∈ HOD and I has a winning strategy in G(S)},

where G(S) is the game from Theorem 2.12.

Subclaim 1. HOD |= µ ∩ HOD is an ultrafilter.

Proof. It is clear that ωV1 ∈ µ and ∅ /∈ µ. It is also clear that if S ∈ µ and
S ′ ∈ HOD ∩ P(ωV1 ) and S ⊆ S ′ then S ′ ∈ µ.

Suppose that S ∈ HOD ∩ P(ωV1 ) and that II has a winning σ strategy
in G(S). We claim that I has a winning strategy in G(ωV1 r S). Suppose
for contradiction that I does not have a winning strategy. Then, by OD-
determinacy, II has a winning strategy σ′. Now work in L[σ, σ′]. Using
Σ∼

1
1-boundedness, by the usual arguments, one can construct a play x for I

which is legal against both σ and σ′ and in each case has the same associated

ordinal α < ω
L[σ,σ′]
1 . This is a contradiction.

We now show that if S1, S2 ∈ µ then S1 ∩ S2 ∈ µ. Let σ1 be a winning
strategy for I in G(S1) and let σ2 be a winning strategy for I in G(S2).
Suppose for contradiction that S1 ∩ S2 /∈ µ. Since S1 ∩ S2 is OD, G(S1 ∩ S2)
is determined and so II has a winning strategy in G(S1 ∩ S2), which implies
that I has a winning strategy σ in G(ωV1 r (S1 ∩ S2)). Work in L[σ1, σ2, σ].
The strategy σ1 witnesses (by the usual argument using Σ

∼
1
1-boundedness)

that S1∩ω
L[σ1,σ2,σ]
1 contains a club. Likewise, σ2 witnesses that S2∩ω

L[σ1,σ2,σ]
1

contains a club and σ witnesses that (ωV1 r (S1 ∩ S2))∩ ω
L[σ1,σ2,σ]
1 contains a

club. This contradiction completes the proof of Subclaim 1.

Subclaim 2. HOD |= µ ∩ HOD is countably complete.
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Proof. Suppose for contradiction that the subclaim fails. Let 〈Si | i < ω〉 ∈
HOD be such that for each i < ω, Si ∈ µ and

⋂

i<ω Si = ∅. Consider the
game

I i y(0) y(1) . . .
II x(0) x(1) . . .

where II wins if and only if x∗y is a winning play for I in G(Si). The idea
is that Player I begins by specifying a set Si in our fixed sequence and then
the two players play an auxiliary round of G(Si), with Player I playing as
Player II and Player II playing as Player I.

Notice that this game is OD, hence determined. We claim that II has a
winning strategy. Suppose for contradiction that I has a winning strategy σ.
In the first move the strategy σ produces a fixed k. Since σ is winning for I,
for each x ∈ ωω, x∗σ is a win for II in G(Sk). But this is impossible since
Sk ∈ µ and so I has a winning strategy τk in G(Sk); thus, by following τk in
the auxiliary game, II (playing as I) can defeat σ.

Let τ be a winning strategy for II. Work in L[τ ]. We claim that in L[τ ],

τ witnesses that for all i < ω, Si ∩ ω
L[τ ]
1 contains a club. For our purposes

we just need a single α ∈
⋂

i<ω Si. The point is that Player I can play any
i as the first move and then use Σ∼

1
1-boundedness to produce a real y such

that for all i < ω, i⌢y is a legal play and in each case the ordinal produced
in the auxiliary game is some fixed α < ω

L[τ ]
1 . This contradiction completes

the proof of Subclaim 2.

Thus,

HOD |= µ ∩ HOD is a countably complete ultrafilter on ωV1 ,

which completes the proof.

It follows that ZF + OD-determinacy proves that

HOD |= ∃κ 6 ωV1 (κ is a measurable cardinal),

(as witnessed by letting κ be the completeness of the ultrafilter), and hence
that R ∩ HOD is countable. Let α < ω1 be the length of the canonical well-
ordering of R ∩ HOD. Let t code α. Then in HODt there is a real y∗ such
that for all z ∈ R ∩ HOD, z 6T y

∗. Let y∗ be such a real.

Claim 3. Suppose z ∈ B. Suppose A is OD, A is Turing invariant, and A
contains a Turing cone. Then A contains the Turing cone above 〈y∗, z〉.



6. Definable Determinacy 164

Proof. By our original supposition for contradiction recall that we let fA be
an OD prestrategy which is winning with respect to B. Since A contains a
Turing cone fA must be winning for Player I. This means that for all z ∈ B,
for all y ∈ ωω, fA(z)∗y ∈ A. Now let y >T 〈y∗, z〉. We wish to show that
y ∈ A. The point is that

y ≡T fA(z)∗y ∈ A

and since A is Turing invariant, this implies that y ∈ A.

Claim 3 contradicts Claim 1, which completes the proof.

The second result motivates the need for restricted strategic determinacy
by showing that V=L[x]+∆1

2-determinacy does not imply STB-determinacy,
where B is the constructibility degree of x. Thus, in Theorem 6.9 it was nec-
essary to drop down to a restricted form of strategic determinacy. It also
follows from the theorem that something close to ∆

∼
1
2-determinacy is required

to establish that STB-determinacy holds with respect to the constructibility
degree of x since the statement “∆∼

1
2-determinacy” is equivalent to the state-

ment “for every y ∈ ωω there is an inner model M such that y ∈ M and
M |= ZFC + There is a Woodin cardinal.”

Theorem 6.12. Assume ZF + V=L[x] for some x ∈ ωω. Suppose STB-

determinacy, where B = {y ∈ ωω | L[y] = L[x]}. Suppose there exists an

α > ω
L[x]
1 such that Lα[x] |= ZFC. Then for every y ∈ ωω there is a transitive

model M such that y ∈M and M |= ZFC + There is a Woodin cardinal.

Proof. Let

A0 = {y ∈ ωω | ¬∃M (M is transitive ∧ y ∈M ∧

M |= ZFC + There is a Woodin cardinal)}.

Suppose for contradiction that A0 6= ∅. Let t ∈ A0. It follows that A0

contains a Turing cone of reals. Let Player I play A0 in SGB and let f0 be
II’s response. Since Player I can win a round of A0 by playing t, f0 is winning
for I with respect to B, that is, for all y ∈ B, f0(y) ∈ A0. We will arrive at
a contradiction by constructing a real y ∈ B such that f0(y) /∈ A0.

We claim that

HOD
Lα[x]
f0

|= ZFC + There is a Woodin cardinal.
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First note that
L[x] |= STB

f0
-determinacy.

Since Lα[x] is ordinal definable in L[x] (as α > ω
L[x]
1 and so Lα[x] = Lα[x′]

for any real x′ such that V = L[x′]) it follows that

Lα[x] |= STB
f0

-determinacy.

Thus, by the relativized version of Theorem 6.10,

HOD
Lα[x]
f0

|= ZFC + There is a Woodin cardinal.

Therefore f0 6∈ A0.
By Σ1

2(f0)-absoluteness, L[f0] satisfies that there is a countable transitive
model M such that f0 ∈ M and

M |= ZFC + There is a Woodin cardinal.

Since Lα[x] |= “f#
0 exists” (by the effective version of Solovay’s Theorem

(Theorem 2.15) there is a countable ordinal λ such that Lλ[f0] satisfies ZFC+
“M is countable”. In Lλ[f0] let P be a perfect set of reals that are Cohen
generic over M . Since P is perfect in Lλ[f0] there is a path c ∈ [P ] which
codes x in the sense that c >T x.

Our desired real y is 〈f0, c〉. To see that 〈f0, c〉 ∈ B note that Lλ(〈f0, c〉)
can compute x and hence Lω1 [〈f0, c〉] = Lω1 [x]. To see that f0(〈f0, c〉) 6∈ A0

note that since c is Cohen generic over M , the model M [c] is a transitive
model containing f0(〈f0, c〉) satisfying ZFC + “There is a Woodin cardinal”.
This is a contradiction.

The third result shows that Martin’s “lightface form” of Third Periodicity
(Theorem 6.3) does not generalize to higher levels. In fact, the result shows
that even ZFC + OD-determinacy (assuming consistency of course) does not
imply that for every Σ1

4 game which Player I wins, Player I has a ∆1
5 strategy

(or even an OD strategy). The reason that the “lightface form” of Third
Periodicity holds at the level of Σ1

2 but not beyond is that in Third Periodicity
boldface determinacy is used to get scales but in ZF + DC we get Scale(Σ∼

1
2)

for free.

Theorem 6.13. Assume ZF +V=L[x] + OD-determinacy for some x ∈ ωω.
There is a Π1

2 set of reals which contains a Turing cone but which does not

contain a member in HOD.



6. Definable Determinacy 166

Proof. Consider the set

A = {y ∈ ωω | for all additively closed λ < ω1,

for all z >T y, if x ∈ ODLλ[z] then x 6T y}.

This is a Π1
2 set. Notice that each y ∈ A witnesses that R ∩ HODL[z] is

countable for each z >T y.

Claim 1. A contains a Turing cone.

Proof. For y ∈ ωω and α such that ω < α < ω1, let Rα,y be the set of reals
which are ordinal definable in Lα[y] and let <α,y the canonical well-ordering
of Rα,y, where we arrange that <α,y is an initial segment of <α′,y when α < α′.
For y ∈ ωω, let Ry =

⋃

{Rα,y | ω < α < ω1} and let <y be the induced order
on Ry (where we order first by α and then by <α,y). Let zyα be the αth real
in <y and let ϑy be the ordertype of <y. Notice that Rα,y, Ry, <α,y, <y, z

y
α

and ϑy depend only on the Turing degree of y.
Our strategy is to “freeze out” the values of Ry and <y on a Turing cone

of y. For α < ω1, the set

Aα = {y ∈ ωω | ϑy > α}

is OD and hence, by OD-determinacy, either it or its complement contains
a Turing cone. Moreover, if Aα contains a Turing cone and ᾱ < α then Aᾱ
contains a Turing cone. Thus,

A′ = {α < ω1 | Aα contains a Turing cone}

is an initial segment of ω1. For each α ∈ A′, and for each y ∈ ωω, the
statement “ϑy > α and zyα(n) = m” is an OD-statement about y. So, by
OD-determinacy, the value of zyα is fixed for a Turing cone of y. We write
zα for this stable value. It follows that 〈zα | α ∈ A′〉 is a definable well-
ordering of reals and hence, by OD-determinacy, A′ must be countable (by
the effective version of Solovay’s theorem (Theorem 2.15) and the argument
in the Claim in Theorem 5.9). Let ϑ = sup{α + 1 | α ∈ A′}. Finally, let
R∞ = {zα | α < ϑ} and <∞= {(zα, zβ) | α < β < ϑ}. We claim that for a
Turing cone of y, Ry = R∞. To see this let y ∈ L[x] be such that x 6T y (so,
in particular L[x] = L[y]) and y belongs to all of the (countably many) cones
fixing zα for α ∈ A′. Then ϑy = ϑ and Ry = R∞. (In fact, Ry = RHOD.)

Let z0 be such that for all z >T z0, Rz = Rz0 = R∞. Since R∞ is
countable, we can choose y0 >T z0 such that R∞ 6T y0. Then for all z >T y0,
Rz = R∞ 6T y0, that is, y0 ∈ A. Likewise, if y >T y0, then y ∈ A.
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Claim 2. A ∩ HODL[x] = ∅.

Proof. Suppose for contradiction that y ∈ A ∩ HODL[x]. Since y ∈ A, y
witnesses that Rz is countable for all z >T y. Let z be such that

Rx = Rz.

Then since y ∈ HODL[x],

HODL[x] |= R is countable,

which is impossible.

This completes the proof.

The final result is a refinement of a theorem of Martin ([4, Theorem 13.1]).
It shows that ZF + DC + ∆1

2-determinacy implies that for a Turing cone of
x, HODL[x] has a ∆1

3 well-ordering of reals and hence that for a Turing cone
of x, ∆1

2-determinacy fails in HODL[x].

Theorem 6.14. Assume ZF +V=L[x] + ∆1
2-determinacy, for some x ∈ ωω.

Then in HOD there is a ∆1
3-well-ordering of the reals.

Proof. For y ∈ ωω and α such that ω < α < ω1, let Rα,y, <α,y, z
y
α, Ry, <y,

and ϑy be as in the proof of Theorem 6.13. Let A′ and R∞ be as in the
proof of Theorem 6.13. The argument of Claim 1 of Theorem 6.13 shows
that R∞ = RHOD: To see this let x′ ∈ L[x] be such that x 6T x′ (so, in
particular L[x] = L[x′]) and x′ belongs to all of the (countably many) cones
fixing zα for α ∈ A′. Then ϑx′ = ϑ and R∞ = Rx′ = R ∩ HODL[x′] = RHOD.

Notice that

∃y0∀y >T y0∀ω < α < ω1 (Rα,y ⊆ R∞ ∧<α,y E <∞),

where E denotes ordering by initial segment; x′ as above is such a y0. Since
R∞ and <∞ are countable they can be coded by a real. Let y0 be the base
of the above cone and let a be a real coding 〈y0, R∞, <∞〉. The statement
“a codes 〈y0, R∞, <∞〉 and for all y >T y0, for all α < ω1, Rα,y ⊆ R∞ and
<α,y E <∞” is a Π1

2 truth about a. Writing ψ(a) for this statement we have
the following Π1

3-definitions (in L[x]) of ωω ∩ HOD and <∞:

z ∈ R∞ ↔ ∀a [ a codes (z, R,<) ∧ ψ(a) → z ∈ R ]
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and
z0 <∞ z1 ↔ ∀a [ a codes (z, R,<) ∧ ψ(a) → z0 < z1 ] .

We now look at things from the point of view of HOD. Fix ξ < ϑ. We
claim that ξ is countable in HOD. Consider the game

I a, b
II c

where I wins iff there is an α < ω1 such that zξ ∈ Rα,〈b,c〉 and a codes
the ordertype of <α,〈b,c〉↾zξ. This game is Σ1

2(zξ) (for Player I) and since
zξ ∈ HOD the game is determined. Moreover, I must win (since I can play
b = y0 and an a coding ξ). By (the relativized version of) Theorem 6.5,
Player I has a winning strategy σ ∈ HOD. It follows that ξ is less than the
least admissible relative to σ, which in turn is countable in HOD.

Thus, we can let z be a real in HOD coding <∞↾zξ. Consider the game
G(z, zξ)

I a
II b

where I wins iff there exists an α such that zξ ∈ Rα,〈a,b〉 and <α,〈a,b〉↾zξ = z.
This game is Σ1

2(〈z, zξ〉), hence determined. Moreover, I must win. So I has
a winning strategy σξ ∈ HOD.

Finally, notice the following: If y >T σξ then y ≡T σξ∗y and

∀α (ω < α < ω1 ∧ zξ ∈ Rα,y → <α,y↾zξ = <∞↾zξ).

So the following is a Σ1
3-calculation of <∞ in HOD:

x <∞ y ↔ ∃a ∈ ωω coding (y0, <, z) such that

< is a linear ordering of its domain, dom(<),

x, y, z ∈ dom(<),

x < y and y < z, and

∀y′ >T y0 ∀α (ω < α < α1 ∧ z ∈ Rα,y′

→ <α,y′↾z = <↾z).

This completes the proof, since clearly a Σ1
3 total ordering is also Π1

3.

Putting everything together we have that ZF + DC + ∆1
2-determinacy

implies that for a Turing cone of x, HODL[x] is an inner model with a Woodin
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cardinal and a ∆1
3 well-ordering of reals. It follows that ∆1

2-determinacy fails
in HODL[x] for a Turing cone of x.

Some interesting questions remain. For example: Does HODL[x] satisfy
GCH, for a Turing cone of x? Is HODL[x] a fine-structural model, for a Turing
cone of x? We will return to this topic in Section 8.

6.2. Boldface Definable Determinacy

In this section we will work in ZF + AD. Our aim is to extract the optimal
amount of large cardinal strength from boldface determinacy by constructing
a model of ZFC that contains ω-many Woodin cardinals.

We shall prove a very general theorem along these lines. Our strategy
is to iteratively apply Theorem 5.43. Recall that this theorem states that
under ZF + AD, for a Y -cone of x,

HODY,a,[x]Y |= ω
HODY,a,x

2 is a Woodin cardinal,

where
[x]Y = {z ∈ ωω | HODY,z = HODY,x}.

We start by taking a to be the empty set. By Theorem 5.43, there exists an
x0 such that for all x >Y x0,

HODY,[x]Y |= ω
HODY,x

2 is a Woodin cardinal.

To generate a model with two Woodin cardinals we would like to apply
Theorem 5.43 again, this time taking a to be [x0]Y . This gives us an x1 >Y x0

such that for all x >Y x1,

HODY,[x0]Y ,[x]Y |= ω
HODY,[x0]Y ,x

2 is a Woodin cardinal

and we would like to argue that

HODY,[x0]Y ,[x]Y |= ω
HODY,x0
2 < ω

HODY,[x0]Y ,x

2 are Woodin cardinals.

But there are two difficulties in doing this. First, in the very least, we need
to ensure that

ω
HODY,x0
2 < ω

HODY,[x0]Y ,x

2
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and this is not immediate. Second, in moving to the larger model we need
to ensure that we have not collapsed the first Woodin cardinal; a sufficient
condition for this is that

P(ω
HODY,x0
2 ) ∩ HODY,[x0]Y ,[x]Y = P(ω

HODY,x0
2 ) ∩ HODY,[x0]Y ,

but again this is not immediate. It turns out that both difficulties can be
overcome by taking x to be of sufficiently high “Y -degree”. This will be
the content of an elementary observation and a “preservation” lemma. Once
these two hurdles are overcome we will be able to generate models with n
Woodin cardinals for each n < ω. We shall then have to take extra steps to
ensure that we can preserve ω-many Woodin cardinals. This will be achieved
by shooting a Prikry sequence through the Y -degrees and proving an associ-
ated “generic preservation” lemma.

6.15 Remark. It is important to note that in contrast to Theorem 5.42
here the degree notion in Theorem 5.43 does not depend on a and this is
instrumental in iteratively applying the theorem to generate several Woodin
cardinals. In contexts such as L(R) where HOD “relativizes” in the sense
that HODa = HOD[a], one could also appeal to Theorem 5.42, since in such
a case HODY,a,[x]Y,a

= HODY,a,[x]Y . Our reason for not taking this approach
is twofold. First, it would take us too far afield to give the argument that
HODa = HOD[a] in, for example, L(R). Second, it is of independent interest
to work in a more general setting.

We shall be working with the “Y -degrees”

DY = {[x]Y | x ∈ ωω}.

Let µY be the cone filter over DY . As noted earlier, the argument of Theorem
2.9 shows that µY is an ultrafilter. Also, by Theorem 2.8 we know that µY
is countably complete.

Lemma 6.16 (Preservation Lemma). Assume ZF + AD. Suppose Y is

a set, a ∈ H(ω1), and α < ω1. Then for a Y -cone of x,

P(α) ∩ HODY,a,[x]Y = P(α) ∩ HODY,a.

Proof. The right-to-left direction is immediate. Suppose for contradiction
that the left-to-right direction fails. For sufficiently large [x]Y , let

f([x]Y ) = least Z ∈ P(α) ∩ HODY,a,[x]Y r HODY,a,
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where the ordering is the canonical ordering of ODY,a,[x]Y . This function is
defined for a Y -cone of x and it is ODY,a. Let Z0 ∈ P(α) be such that

ξ ∈ Z0 iff ξ ∈ f([x]Y ) for a Y -cone of x.

Since α is countable and since µY is countably complete Z0 = f([x]Y ) for
sufficiently large x. Thus, Z0 ∈ HODY,a, which is a contradiction.

We are now in a position to iteratively apply Theorem 5.43 to generate
a model with n Woodin cardinals.

Step 0. By Theorem 5.43, let x0 be such that for all x >Y x0,

HODY,[x]Y |= ω
HODY,x

2 is a Woodin cardinal.

Step 1. Recall that ωV1 is strongly inaccessible in any inner model of

ZFC, by the Claim of Theorem 5.9. It follows that ω
HODY,x0
2 < ωV1 and so

when we choose x1 >Y x0 we may assume that x1 codes ω
HODY,x0
2 . Thus,

there exists an x1 >Y x0 such that for all x >Y x1,

ω
HODY,x0
2 < ω

HODY,[x0]Y ,x

2 ,

and, by the Preservation Lemma (taking a to be [x0]Y ),

P(ω
HODY,x0
2 ) ∩ HODY,[x0]Y ,[x]Y = P(ω

HODY,x0
2 ) ∩ HODY,[x0]Y ,

and, by Theorem 5.9 (taking a to be [x0]Y ),

HODY,[x0]Y ,[x]Y |= ω
HODY,[x0]Y ,x

2 is a Woodin cardinal.

It follows that

HODY,[x0]Y ,[x1]Y |= ω
HODY,x0
2 < ω

HODY,[x0]Y ,x1
2 are Woodin cardinals.

Step n+1. It is useful at this stage to introduce a piece of notation: For
x0 6Y · · · 6Y xn+1, let

δ0(x0) = ω
HODY,x0
2

and
δn+1(x0, . . . , xn+1) = ω

HODY,〈[x0]Y ,...,[xn]Y 〉,xn+1

2 .
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Suppose that we have chosen x0 6Y x1 6Y · · · 6Y xn such that

HODY,〈[x0]Y ,...,[xn]Y 〉 |= δ0(x0) < · · · < δn(x0, . . . , xn)

are Woodin cardinals.

Again, since ωV1 is strongly inaccessible in any inner model of ZFC, it follows
that each of these ordinals is countable in V and so when we choose xn+1 >Y

xn we may assume that xn+1 collapses these ordinals. Thus, there exists an
xn+1 >Y xn such that for all x >Y xn+1,

δn(x0, . . . , xn) < δn+1(x0, . . . , xn, x)

and, by the Preservation Lemma (taking a to be 〈[x0]Y , . . . , [xn]Y 〉),

P(δn(x0, . . . , xn))∩HODY,〈[x0]Y ,...,[xn]Y 〉,[x]Y

= P(δn(x0, . . . , xn)) ∩ HODY,〈[x0]Y ,...,[xn]Y 〉

and, by Theorem 5.43 (taking a to be 〈[x0]Y , . . . , [xn]Y 〉),

HODY,〈[x0]Y ,...,[xn]Y 〉,[x]Y |= δn+1(x0, . . . , xn, x) is a Woodin cardinal.

It follows that

HODY,〈[x0]Y ,...,[xn]Y 〉,[x]Y |= δ0(x0) < · · · < δn+1(x0, . . . , xn, x)

are Woodin cardinals.

We now need to ensure that when we do the above stacking for ω-many
stages, the Woodin cardinals δn(x0, . . . , xn) are preserved in the final model.
This is not immediate since, for example, if we are not careful then the
reals x0, x1, . . . might code up a real that collapses supn<ω δn(x0, . . . , xn). To
circumvent this difficulty we implement the construction relative to a “Prikry
sequence” of degrees [x0]Y , [x1]Y , . . . .

6.17 Definition (The forcing PY ). Assume ZF + AD. Suppose Y is a
set. Let DY and µY be as above. The conditions of PY are of the form
〈[x0]Y , . . . , [xn]Y , F 〉 where F : D

<ω
Y → µY . The ordering on PY is:

〈[x0]Y , . . . , [xn]Y , [xn+1]Y , . . . , [xm]Y , F
∗〉 6PY

〈[x0]Y , . . . , [xn]Y , F 〉

if and only if
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(1) [xi+1]Y ∈ F (〈[x0]Y , . . . , [xi]Y 〉) for all i > n and

(2) F ∗(p) ⊆ F (p) for all p ∈ D
<ω
Y .

The point of the following lemma is to avoid appeal to DC.

Lemma 6.18. Assume ZF + AD. Suppose ϕ is a formula in the forcing

language and 〈p, F 〉 ∈ PY . Then there is an F ∗ such that 〈p, F ∗〉 6PY
〈p, F 〉

and 〈p, F ∗〉 decides ϕ. Moreover, F ∗ is uniformly definable from 〈p, F 〉 and

ϕ.

Proof. Fix ϕ a formula and 〈p, F 〉 ∈ PY . Let us use ‘p’ and ‘q’ for “lower
parts” of conditions—that is, finite sequences of DY —‘F ’ and ‘G’ for the
corresponding “upper parts”, and ‘a’ for elements of DY . Write q D p to
indicate that p is an initial segment of q. Set

Z0 = { q | q D p and ∃G 〈q, G〉 6PY
〈p, F 〉 and 〈q, G〉 
 ϕ },

Zα+1 = { q | { a | q⌢a ∈ Zα } ∈ µY }, and

Zλ =
⋃

α<λ

Zα for λ a limit.

Let Dα
q = {a | q⌢a ∈ Zα}. So Zα+1 = {q | Dα

q ∈ µY }. We claim that for
each α,

(1) if q ∈ Zα, then Dα
q ∈ µY , and hence

(2) Za ⊆ Zα+1.

The proof is by induction on α: For α = 0 suppose q ∈ Z0 and let G witness
this. So G(q) ∈ µY . Notice that for each a ∈ G(q),

〈q⌢a,G〉 6PY
〈q, G〉

and so q⌢a ∈ Z0, i.e. G(q) ⊆ {a | q⌢a ∈ Z0} = D0
q and so D0

q ∈ µY and
Z0 ⊆ Z1. Assume (1) holds for α+ 1. It follows that Zα+1 ⊆ Zα+2. Suppose
q ∈ Zα+2. Then, by the definition of Zα+2, Dα+1

q ∈ µY . However, since
Zα+1 ⊆ Zα+2, it follows that Dα+1

q ⊆ Dα+2
q . So Dα+2

q ∈ µY . For λ a limit
ordinal suppose q ∈ Zλ. Then q ∈ Zα for some α < λ. So, by the induction
hypothesis, Dα

q ∈ µY . Since Zα ⊆ Zλ, D
α
q ⊆ Dλ

q and so Dλ
q ∈ µY .

Now define a ranking function ρ : D
<ω
Y → On ∪ {∞} by

ρ(q) =

{

least α such that q ∈ Zα if there is such an α

∞ otherwise.



6. Definable Determinacy 174

We begin by noting the following three persistence properties which will aid
us in shrinking F so as to decide ϕ. First, if ρ(q) = ∞ then set

Aq = { a | ρ(q⌢a) = ∞}

and notice that Aq ∈ µY since otherwise we would have { a | ρ(q⌢a) ∈ On } ∈
µY (as µY is an ultrafilter) and letting β = sup{ ρ(q⌢a) | ρ(q⌢a) ∈ On } we
would have q ∈ Zβ+1, a contradiction. Second, if ρ(q) ∈ On r { 0 } then set

Bq = { a | ρ(q⌢a) < ρ(q) }

and notice that Bq ∈ µY since ρ(q) is clearly a successor, say α + 1, and
q ∈ Zα and so (by our claim) Dα

q ∈ µY ; but Dα
q ⊆ Bq. Third, if ρ(q) = 0

then set
Cq = { a | ρ(q⌢a) = 0 }

and notice that Cq ∈ µY since clearly q ∈ Z0 and so, by the claim, D0
q ∈ µY ;

but D0
q ⊆ Cq.

Now either ρ(p) = ∞ or ρ(p) ∈ On.

Claim 1. If ρ(p) = ∞ then there is an F ∗ such that 〈p, F ∗〉 6PY
〈p, F 〉 and

〈p, F ∗〉 
 ¬ϕ.

Proof. Define F ∗ as follows:

F ∗(q) =

{

F (q) ∩ Aq if ρ(q) = ∞

F (q) otherwise.

Suppose that it is not the case that 〈p, F ∗〉 
 ¬ϕ. Then ∃〈q, G〉 6PY
〈p, F ∗〉

such that 〈q, G〉 
 ϕ. But then q is such that ρ(q) = 0. However, F ∗ witnesses
that in fact ρ(q) = ∞: Suppose q = p⌢a0

⌢ · · ·⌢ak. Since ρ(p) = ∞ and
a0 ∈ F ∗(p), we have that a0 ∈ Ap and so ρ(p⌢a0) = ∞. Continuing in this
manner, we get that ρ(q) = ∞. This is a contradiction.

Claim 2. If ρ(p) ∈ On then there is an F ∗ such that 〈p, F ∗〉 6PY
〈p, F 〉 and

〈p, F ∗〉 
 ϕ.

Proof. Define F ∗ as follows:

F ∗(q) =











F (q) ∩ Bq if ρ(q) ∈ On r {0}

F (q) ∩ Cq if ρ(q) = 0

F (q) otherwise.
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We claim that 〈p, F ∗〉 
 ϕ. Assume not. Then ∃〈q, G〉 6PY
〈p, F ∗〉 such that

〈q, G〉 
 ¬ϕ. Since 〈q, G〉 6PY
〈p, F ∗〉 and ρ(p) ∈ On we have that ρ(q) ∈ On

(by an easy induction using the definition of F ∗). We may assume that 〈q, G〉
is chosen so that ρ(q) is as small as possible. But then ρ(q) = 0 as otherwise
there is an a such 〈q⌢a,G〉 6PY

〈q, G〉, 〈q⌢a,G〉 
 ¬ϕ and ρ(q⌢a) < ρ(q),
contradicting the minimality of ρ(q). Now since ρ(q) = 0, q ∈ Z0 and so
∃G′〈q, G′〉 
 ϕ. But this is a contradiction since 〈q, G′〉 is compatible with
〈q, G〉 and 〈q, G〉 
 ¬ϕ.

This completes the proof of the lemma.

We can now obtain the following “generic preservation” lemma.

Lemma 6.19 (Generic Preservation Lemma). There exists an F such

that if G ⊆ PY is V -generic and 〈∅, F 〉 ∈ G and 〈[xi]Y | i < ω〉 is the generic

sequence associated to G, then, for all i < ω,

P(δi(x0, . . . , xi))
V [G] ∩HOD

V [G]
Y,〈[xj ]Y |j<ω〉,V

= P(δi(x0, . . . , xi)) ∩ HODV
Y,〈[x0]Y ,...,[xi]Y 〉.

Proof. We need the following extension of Lemma 6.18: Suppose 〈ϕξ | ξ < α〉
is a countable sequence of formulas in the forcing language (evaluated in a
rank initial segment) and 〈p, F 〉 ∈ PY is a condition. Then there is an F ∗

such that 〈p, F ∗〉 6PY
〈p, F 〉 and 〈p, F ∗〉 decides ϕξ, for each ξ < α, and F ∗

is uniformly definable from 〈ϕξ | ξ < α〉 and 〈p, F 〉. For each ξ < α, let Fξ be
as in Lemma 6.18 (where it is denoted F ∗). Letting F ∗ be the “intersection”
of the Fα—i.e., such that F ∗(q) =

⋂

α<β Fα(q) for each q ∈ D<ω
Y —we have

that 〈p, F ∗〉 decides ϕξ for each ξ < α and that F ∗ is uniformly definable
from 〈ϕξ | ξ < α〉 and 〈p, F 〉.

Suppose a ∈ H(ω1) and α < ω1. We claim that we can definably associate
with a and α a function Fa,α : D

<ω
Y → µY such that 〈∅, Fa,α〉 forces

P(α)V [G] ∩ HOD
V [G]
Y,a,〈[xi]Y |i<ω〉,V = P(α) ∩ HODV

Y,a.

Let ϕ be the formula in the forcing language that expresses the displayed
statement. By Lemma 6.18 there is an ODY,a condition 〈∅, G〉 deciding ϕ.
Suppose for contradiction that this condition forces ¬ϕ. Since right-to-left
inclusion holds trivially (as we are including V as a parameter) it must be
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that the left-to-right inclusion fails. Let A ⊆ α be <OD
V [G]
Y,a,〈[xi]Y |i<ω〉,V -least

such that
A ∈ HOD

V [G]
Y,a,〈[xi]Y |i<ω〉,V r HODV

Y,a.

Now, for each ξ < α let ϕξ be the statement expressing “ξ ∈ A”. In an ODY,a

fashion we can successively shrink 〈∅, G〉 to decide each ϕξ. But then A is
ODY,a and hence in HODV

Y,a, which is a contradiction.
We now define a “master function” F : D

<ω
Y → µY such that for all

〈[x0]Y , . . . , [xn]Y 〉 ∈ D
<ω
Y ,

F (〈[x0]Y , . . . , [xn]Y 〉) = F〈[x0]Y 〉,δ0(x0) ∩ · · · ∩ F〈[x0]Y ,...,[xn]Y 〉,δn(x0,...,xn).

Suppose 〈∅, F 〉 ∈ G. Suppose 〈p,H〉 ∈ G and p↾i + 1 = 〈[x0]Y , . . . , [xi]Y 〉.
It follows that 〈p,H ∧ F 〉 ∈ G, where, by definition, H ∧ F is such that
(H ∧ F )(q) = H(q) ∩ F (q) for each q. But

〈p,H ∧ F 〉 6PY
〈p↾i + 1, H ∧ F 〉

6PY
〈p↾i + 1, H ∧ F

p↾ i+1,δi(x0,...,xi)
〉

6PY
〈∅, F

p↾ i+1,δi(x0,...,xi)
〉,

(using the definition of F for the second line) and so 〈∅, F
p↾ i+1,δi(x0,...,xi)

〉 ∈ G.

Finally, by the definition of F
p↾ i+1,δi(x0,...,xi)

, this condition forces

P(δi(x0, . . . , xi))
V [G] ∩HOD

V [G]
Y,〈[x0]Y ,...,[xi]Y 〉,〈[xi]Y |i<ω〉,V

= P(δi(x0, . . . , xi)) ∩ HODV
Y,〈[x0]Y ,...,[xi]Y 〉,

which completes the proof.

Theorem 6.20. Assume ZF + AD. Then there is a condition 〈∅, F 〉 ∈ PY
such that if G ⊆ PY is V -generic and 〈∅, F 〉 ∈ G, then

HOD
V [G]
Y,〈[xi]Y |i<ω〉,V |= ZFC + There are ω-many Woodin cardinals,

where 〈[xi]Y | i < ω〉 is the sequence associated with G.

Proof. Let 〈∅, F, 〉 be the condition from the Generic Preservation Lemma
(Lemma 6.19). We claim that

HOD
V [G]
Y,〈[xi]Y |i<ω〉,V |= δ0(x0) < · · · < δn(x0, . . . , xn) < · · ·

are Woodin cardinals.
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By the Generic Preservation Lemma it suffices to show that for each n < ω

HODY,〈[x0]Y ,...,[xn]Y 〉 |= δ0(x0) < · · · < δn(x0, . . . , xn)

are Woodin cardinals,

which follows by genericity and the argument for the finite case.

As an interesting application of this theorem in conjunction with the
Derived Model Theorem (Theorem 8.12), we obtain Kechris’ theorem that
under ZF + AD, DC holds in L(R). This alternate proof is of interest since
it is entirely free of fine structure and it easily generalizes.

Theorem 6.21 (Kechris). Assume ZF + AD. Then L(R) |= DC.

Proof Sketch. Work in ZF + AD + V=L(R). Let Y = ∅ and let N =

HOD
V [G]
〈[xi]Y |i<ω〉,V where G and [xi]Y are as in the above theorem. By genericity,

the Woodin cardinals δi of N have ωV1 as their supremum. By Vopěnka’s
theorem (see the proof of Theorem 7.8 below for the statement and a sketch
of the proof), each x ∈ RV is N -generic for some P ∈ N ∩VωV

1
. Thus, N(RV )

is a symmetric extension of N . The derived model of N(RV ) (see Theorem
8.12 below) satisfies DCR and therefore DC since N |= AC. Furthermore
N(RV ) contains L(R) and cannot contain more since then L(R) would have
forced its own sharp. (This follows from AD+ theory: Assume ZF + DCR +
AD+V=L(P(R)). Suppose A ⊆ R. Then either V = L(A,R) or A# exists.
See Definition 8.10 below.) Thus, L(R) |= AD + DC.

7. Second-Order Arithmetic

The statement that all ∆1
2 sets are determined is really a statement of second-

order arithmetic. So a natural question is whether the construction culmi-
nating in Section 6.1 can be implemented in this more limited setting. In
this section we show that a variant of the construction can be carried out in
this context. We break the construction into two steps. First, we show that a
variant of the above construction can be carried out with respect to an object
smaller than ω

L[x]
2 , one that is within the reach of second-order arithmetic.

Second, we show that this version of the construction can be carried out in
the weaker theory of second-order arithmetic.

The need to alter the previous construction is made manifest in the fol-
lowing result:
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Theorem 7.1. Assume ZF + V=L[x] + ∆1
2-determinacy, for some x ∈ ωω.

Suppose N is such that

(1) On ⊆ N ⊆ HODL[x] and

(2) N |= δ is a Woodin cardinal.

Then δ > ω
L[x]
2 .

However, it turns out that ω
L[x]
1 can be a Woodin cardinal in an inner model

that overspills HODL[x].

Theorem 7.2. Assume ZF + V=L[x] + ∆1
2-determinacy, for some x ∈ ωω.

Then there exists an N ⊆ L[x] such that

N |= ZFC + ω
L[x]
1 is a Woodin cardinal.

Moreover, this result is optimal.

Theorem 7.3. Assume ZF + ∆1
2-determinacy. Then there is a real x such

that

(1) L[x] |= ∆1
2-determinacy, and

(2) for all α < ω
L[x]
1 , α is not a Woodin cardinal in any inner model N

such that On ⊆ N .

In Section 7.1 we prove Theorem 7.2. More precisely, we prove the fol-
lowing:

Theorem 7.4. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone

of x,
HOD

L[x]
[x]T

|= ZFC + ω
L[x]
1 is a Woodin cardinal.

This involves relativizing the previous construction to the Turing degree of x,
replacing the notions that concerned reals (for example, winning strategies)
with relativized analogues that concern only those reals in the Turing degree
of x.

In Section 7.2 we show that the relativized construction goes through in
the setting of second-order arithmetic.

Theorem 7.5. Assume that PA2 + ∆1
2-determinacy is consistent. Then

ZFC + “On is Woodin” is consistent.
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Here PA2 is the standard axiomatization of second-order arithmetic (without
AC). The statement that On is Woodin is to be understood schematically.
Alternatively, one could work with the conservative extension GBC of ZFC
and the analogous conservative extension of PA2. This would enable one to
fuse the schema expressing that On is Woodin into a single statement.

7.1. First Localization

To prove Theorem 7.4 we have to prove an analogue of the Generation Theo-
rem where ω2 is replaced by ω1. The two main steps are (1) getting a suitable
notion of strategic determinacy and (2) getting definable prewellorderings for
all ordinals less than ω1.

For x ∈ ωω we “relativize” our previous notions to the Turing degree of x.
The relativized reals are Rx = {y ∈ ωω | y 6T x}. Fix A ⊆ Rx. A relativized

strategy for I is a function σ :
⋃

n<ω ω
2n → ω such that σ ∈ Rx. A relativized

strategy σ for I is winning in A iff for all y ∈ Rx, σ∗y ∈ A. The corresponding
notions for II are defined similarly. A relativized prestrategy is a continuous
function f such that (the code for) f is in Rx and for all y ∈ Rx, f(y) is a
relativized strategy for either I or II. We say that a relativized prestrategy f
is winning in A for I (II ) with respect to B ⊆ Rx if in addition we have that
for all y ∈ B, f(y) is a relativized winning strategy for I (II) in A. (In our
present setting our basis B will always be [x]T .) We say that a set A ⊆ Rx is
determined in the relativized sense if either I or II has a relativized winning
strategy for A. Let OD-[x]T -determinacy be the statement that for every
OD[x]T subset of Rx either Player I or Player II has a relativized winning
strategy.

The strategic game relativized to [x]T is the game SG-[x]T

I A0 · · · An · · ·
II f0 · · · fn · · ·

where we require

(1) A0 ∈ P(Rx) ∩ OD[x]T , An+1 ∈ P(Rx) ∩ OD[x]T ,f0,...,fn
and

(2) fn is a relativized prestrategy that is winning in An with respect to
[x]T ,

and II wins if and only if II can play all ω rounds. We say that strategic de-

terminacy relativized to [x]T holds (ST-[x]T -determinacy) if II wins SG-[x]T .
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We caution the reader that in the context of the relativized notions we
are dealing only with definable versions of relativized determinacy such as
OD-[x]T -determinacy and SG-[x]T -determinacy. In fact, full relativized de-
terminacy can never hold. But as we shall see both OD-[x]T -determinacy
and SG-[x]T -determinacy can hold.

Theorem 7.6. Assume ZF + DC + ∆1
2-determinacy. Let T be the theory

ZFC − Replacement + Σ2-Replacement. There is a real x0 such that for all

reals x and for all ordinals λ if x0 ∈ Lλ[x] and Lλ[x] |= T, then Lλ[x] |=
OD-[x]T -determinacy.

Proof. The proof is similar to that of Theorem 6.6. Assume for contradiction
that for every real x0 there is an ordinal λ and a real x such that x0 ∈ Lλ[x]
and Lλ[x] |= T + ¬OD-[x]T -determinacy, where T = ZFC − Replacement +
Σ2-Replacement. As before, by the Löwenheim-Skolem theorem and Σ1

2-
determinacy the ordinal

λ(x) =

{

µλ (Lλ[x] |= T + ¬OD-[x]T -determinacy) if such a λ exists

undefined otherwise

is defined for a Turing cone of x. For each x such that λ(x) is defined, let
Ax ⊆ Rx be the (OD[x]T )Lλ(x)[x]-least counterexample.

Consider the game
I a, b
II c, d

where, letting p = 〈a, b, c, d〉, I wins iff λ(p) is defined and Lλ(p)[p] |= “a∗d ∈
Ap”, where a and d can be thought of as strategies. This game is Σ1

2, hence
determined.

We arrive at a contradiction by showing that neither player can win.

Case 1: I has a winning strategy σ0.

Let x0 >T σ0 be such that for all x >T x0, λ(x) is defined. We claim
that Lλ(x0)[x0] |= “I has a relativized winning strategy σ in Ax0”, which is a
contradiction. The relativized strategy σ is derived as follows: Given d↾n ∈
ωn have II play x0↾n, d↾n in the main game. Let a↾n, b↾n be σ0’s response
along the way and let a(n) be σ0’s next move. Then set σ(d↾n) = a(n).
(Clearly, σ is continuous, and the real a = σ(d) it defines is to be thought of
as coding a strategy for Player I.) This strategy σ is clearly recursive in σ0,
hence it is a relativized strategy.
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It remains to show that for every d ∈ Rx0 , σ∗d ∈ Ax0 . The point is
that for d ∈ Rx0, p ≡T x0, where p = 〈a, b, x0, d〉 is the play obtained
by letting 〈a, b〉 = (σ0∗〈x0, d〉)I. It follows that λ(p) = λ(x0) and hence
Lλ(p)[p] = Lλ(x0)[x0] and Ap = Ax0 . Thus, Lλ(x0)[x0] |= “σ(d)∗d ∈ Ax0”. So
Lλ(x0)[x0] |= “σ is a relativized winning strategy for I in Ax0”.

Case 2: II has a winning strategy τ0.

Let x0 >T τ0 be such that for all x >T x0, λ(x) is defined and λ(x) >

λ(x0). Given a↾(n+ 1) ∈ ωn+1 have I play a↾(n+ 1), x0↾(n+ 1) in the main
game. Let c↾n, d↾n be τ0’s response along the way. Then set τ(a↾n) = d(n).
This strategy is clearly recursive in τ0, hence it is a relativized strategy, and,
as above, Lλ(x0)[x0] |= “τ is a relativized winning strategy for II in Ax0”.

Theorem 7.7. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone

of x,
L[x] |= ST-[x]T -determinacy.

Proof. The proof is a straightforward variant of the proof of Theorem 6.9.
In fact it is simpler. We note the major changes.

As before we assume that V=L[x] and show that there is a real z0 with the
feature that if z0 ∈ Lλ[z] and Lλ[z] |= T, then Lλ[z] |= ST-[x]T -determinacy.

Assume for contradiction that this fails. For z ∈ ωω, let

λ(z) =

{

µλ (Lλ[z] |= T + ¬ST-[x]T -determinacy) if such a λ exists

undefined otherwise.

The following is immediate.

Claim 1. For a Turing cone of z, λ(z) is defined.

For each z in the cone of Claim 1 Player I has a canonical strategy σz

that depends only on the Turing degree of z, the point being that if y ≡T z
then Lλ(y)[y] = Lλ(z)[z].

As before our aim is to obtain a contradiction by defeating σz for some
z in the Turing cone of Claim 1. We do this by constructing a sequence of
games G0, G1, . . . , Gn, . . . such that I must win via σ0, σ1, . . . , σn, . . . and, for
a cone of z, the winning strategies give rise to prestrategies f z0 , f

z
1 , . . . , f

z
n, . . .

that constitute a non-losing play against σz in (SG-[x]T )Lλ(z)[z].
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Step 0. Consider (in L[x]) the game G0

I ǫ a, b
II c, d

where ǫ is either 1 or 2 and, letting p = 〈a, b, c, d〉, I wins iff

(1) p satisfies the condition on z in Claim 1 (so σp makes sense) and

(2) ǫ = 1 iff Lλ(p)[p] |= “a∗d ∈ Ap0”, where Ap0 = σp(∅).

Claim 2. I has a winning strategy σ0 in G0.

Proof. Assume for contradiction that I does not have a winning strategy
in G0. Then, by Σ1

2-determinacy, II has a winning strategy τ0 in G0. Let
z0 >T τ0 be such that for all z >T z0,

(1) z satisfies the conditions of Claim 1 and

(2) if λ and z are such that z0 ∈ Lλ[z] and Lλ[z] |= T then Lλ[z] |=
OD-[x]T -determinacy (by Theorem 7.6).

Consider Az00 = σz0(∅). Since Lλ(z0)[z0] |= OD-[x]T -determinacy, assume
without loss of generality that Lλ(z0)[z0] |= “σ is a relativized winning strategy
for I in Az00 ”. We use τ0 to defeat this relativized strategy. Run G0 according
to τ0, having Player I (falsely) predict that Player I wins the auxiliary game,
while steering into Lλ(z0)[z0] by playing b = z0 and using σ to respond to τ0
on the auxiliary play:

I 1 (σ∗d)I, z0
II c, d

The point is that p ≡T z0 (since σ, τ0 ∈ Rz0) and so λ(p) = λ(z0). Thus
the “steering problem” is immediately solved and we have a contradiction as
before.

Since the game is Σ1
2 for Player I, Player I has a ∆1

3 strategy σ0, by
Theorem 6.5.

Claim 3. For every real z >T σ0 there is a prestrategy f z0 such that f z0 is
recursive in σ0 as in Claim 1 and f z0 is a non-losing first move for II against
σz in (SG-[x]T )Lλ(z)[z].
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Proof. Fix z >T σ0 as in Claim 1 and consider Az0 = σz(∅). Let f z0 be
the prestrategy derived from σ0 as follows: Given y↾n and d↾n have II play
y↾n, d↾n in G0. Let ǫ, a↾n, b↾n be σ0’s response along the way and let a(n)
be σ0’s next move. Then let f z0 (y↾n) = a(n). We have that f z0 is recursive in
σ0 6T z and for y ∈ [z]T , f z0 (y) ∈ Rz. It remains to see that for y ∈ [z]T , f z0 (y)
is a relativized winning strategy for I in Az0. The point is that since y ∈ [z]T ,
λ(y) = λ(z) and so Lλ(y)[y] = Lλ(z)[z] and Ay0 = Az0. For d ∈ Rz, by definition
f z0 (y)∗d = a∗d where a is such that (σ0∗〈y, d〉)I = 〈ǫ, a, b〉. So, letting
p = 〈a, b, y, d〉 we have p ≡T y. Thus, ǫ = 1 iff Lλ(z)[z] |= “f z0 (y)∗d ∈ Az0”.

Step n+1. Assume that we have defined (in L[x]) games G0, . . . , Gn

with winning strategies σ0, . . . , σn ∈ HOD such that for all z >T 〈σ0, . . . , σn〉
as in Claim 1 there are prestrategies f z0 , . . . , f

z
n such that f zi is recursive in

〈σ0, . . . , σi〉 (for all i 6 n) and f z0 , . . . f
z
n is a non-losing partial play for II in

(SG-[x]T )Lλ(z)[z].
Consider (in L[x]) the game Gn+1

I ǫ a, b
II c, d

where ǫ is 1 or 2 and, letting p = 〈a, b, c, d, σ0, . . . , σn〉, I wins iff

(1) p satisfies the condition on z in Claim 1 (so σp makes sense) and

(2) ǫ = 1 iff Lλ(p)[p] |= “a∗d ∈ Apn+1”, where Apn+1 is I’s response via σp to
II’s partial play f p0 , . . . , f

p
n

This game is Σ1
2(σ0, . . . , σn) (for Player I) and hence determined (since

σ0, . . . , σn ∈ HOD and we have OD-determinacy).

Claim 4. I has a winning strategy σn+1 in Gn+1.

Proof. The proof is as before, only now we use the relativized version of
Theorem 7.6 to enforce ODσ0,...,σn-[x]T -determinacy.

Since the game is Σ1
2(σ0, . . . , σn) for Player I, Player I has a ∆1

3(σ0, . . . , σn)
strategy σn+1, by the relativized version of Theorem 6.5.

Claim 5. For every real z >T 〈σ0, . . . , σn〉 there is a prestrategy f zn+1 such
that f zn+1 is recursive in 〈σ0, . . . , σn+1〉 and f z0 , . . . , f

z
n+1 is a non-losing first

move for II against σz in (SG-[x]T )Lλ(z)[z].



7. Second-Order Arithmetic 184

Proof. The proof is just like the proof of Claim 3.

Finally, letting z∞ as in Claim 1 be such that z∞ >T zn for all n we
have that f z

∞

0 , . . . ,f z
∞

n , . . . defeats σz
∞

in (SG-[x]T )Lλ(z∞)[z
∞], which is a

contradiction.

Theorem 7.8. Assume ZF + DC. Then for every x ∈ ωω and for every

α < ω
L[x]
1 there is an OD[x]T surjection ρ : [x]T → α.

Proof. First we need to review Vopěnka’s theorem. Work in L[x] and let
d = [x]T . Let

B′
d = {A ⊆ d | A ∈ ODd},

ordered under ⊆. There is an ODd isomorphism π between (B′
d,⊆) and a

partial ordering (Bd,6) in HODd.

Claim 1. (Bd,6) is complete in HODd and every real in d is HODd-generic
for Bd.

Proof. For completeness consider S ⊆ Bd in HODd. We have to show that
∨

S exists. Let S ′ = π−1[S]. Then
∨

S ′ =
⋃

S ′ ∈ B′
d as this set is clearly

ODd. So
∨

S = π(
∨

S ′).
Now consider z ∈ d. Let G′

z = {A ∈ B′
d | z ∈ A} and let Gz = π[G′

z]. We
claim that Gz is HODd-generic for Bd. Let S ⊆ Bd be a maximal antichain.
So

∨

S = 1. Let S ′ = π−1[S]. Note
∨

S ′ = d. Thus there exists a b ∈ S such
that z ∈ π(b). So Gz is HODd-generic for Bd. Now the map f : ω → Bd,
defined by f(n) = π({x ∈ d | n ∈ x}), is in HODd. Moreover, n ∈ z iff
f(n) ∈ Gz. Thus z ∈ HODd[Gz].

Notice that HODd[G] = L[x] for every G = Gz that is HODd-generic
(where z ∈ d) since such a generic adds a real in [x]T . Thus, if HODd 6= L[x]
then Bd is non-trivial. This is a key difference between our present setting
and that of Vopěnka’s—in general our partial order does not have atoms.

If L[x] = HODd then clearly for each α < ω
L[x]
1 there exists a surjection

ρ : d→ α such that ρ ∈ ODd. So we may assume that L[x] 6= HODd. Thus,
for every z ∈ d

ω
L[x]
1 = ω

HODd[Gz ]
1 .

Claim 2. Assume ZFC. Suppose λ is an uncountable regular cardinal, B is
a complete Boolean algebra, and V B |= λ = ω1. Then for every α < λ there
is an antichain in B of size |α|.
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Proof. If λ is a limit cardinal then since B collapses all uncountable cardinals
below λ it cannot be λ̄-c.c. for any uncountable cardinal λ̄ < λ.

Suppose λ = λ̄+. We need to show that there is an antichain of size λ̄. If
λ̄ > ω then this is immediate since B collapses λ̄ and so it cannot be λ̄-c.c.
So assume λ̄ = ω. There must be an antichain of size ω since not every
condition in B is above an atom.

Letting λ = ω
L[x]
1 , we are in the situation of the claim. So, for every α < λ

there is an antichain Sα in B of size |α|. Letting S ′
α = π−1[Sα] we have that

S ′
α is an ODd subset of B′

d consisting of pairwise disjoint ODd subsets of d.
Picking an element from each set we get an ODd-surjection ρ : d→ α.

Theorem 7.9. Assume ZF+DC+∆1
2-determinacy. Then for a Turing cone

of x,
HOD

L[x]
[x]T

|= ω
L[x]
1 is a Woodin cardinal.

Proof. For a Turing cone of x, L[x] |= OD[x]T -determinacy (by the relativized
version of Theorem 6.6) and L[x] |= ST-[x]T -determinacy (by Theorem 7.7).
Let x be in this cone and work in L[x]. Let d = [x]T . Since L[x] |= OD[x]T -

determinacy, ω
L[x]
1 is strongly inaccessible in HODd. Let H ⊆ ω

L[x]
1 code

HODd ∩ VωL[x]
1

. Fix T ∈ P(ω
L[x]
1 ) ∩ ODd and let T0 ⊆ ω

L[x]
1 code T and H .

Let A = 〈Aα | α < ω
L[x]
1 〉 be such that Aα is an ODd prewellordering of

length greater than or equal to α (by Theorem 7.8). Let B = d. Consider
the structure

M =
(

L
ω

L[x]
1

(R)[T0, A,B]
)L[x]

.

We claim that

HODM |= There is a T0-strong cardinal,

which completes the proof as before. The reason is that we are in the sit-
uation of the Generation Theorem, except with ω

L[x]
1 replacing ω

L[x]
2 and

ST-[x]T -determinacy replacing STB-determinacy. The proof of the Genera-
tion Theorem goes through unchanged. One just has to check that all of
the operations we performed before (which involved definability in various
parameters) are in fact recursive in the relevant parameters.
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7.2. Second Localization

We now wish to show that the above construction goes through when we
replace ZF + DC with PA2. Notice that if we had ∆

∼
1
2-determinacy then this

would be routine.

Theorem 7.10. Assume PA2 + ∆∼
1
2-determinacy. Then for all reals x, there

is a model N such that x ∈ N and

N |= ZFC + There is a Woodin cardinal.

Proof. Working in PA2 if one has ∆
∼

1
2-determinacy then for every x ∈ ωω, x#

exists. It follows that for all x ∈ ωω, there is an ordinal α < ω1 such that
Lα[x] |= ZFC. Using ∆

∼
1
2-determinacy one can find a real x0 enforcing OD-

determinacy. Thus we have a model Lα0 [x0] satisfying ZFC+V=L[x0]+OD-
determinacy and this puts us in the situation of Theorem 6.10.

The situation where one only has ∆1
2-determinacy is bit more involved.

Theorem 7.11. Assume that PA2 + ∆1
2-determinacy is consistent. Then

ZFC + “On is Woodin” is consistent.

Proof Sketch. First we pass to a theory that more closely resembles the the-
ory used to prove Theorem 7.9. In PA2 one can simulate the construction
of Lω1 [x]. Given a model M of PA2 and a real x ∈ M , there is a definable
set of reals A coding the elements of Lω1 [x]. One can then show that the
“inner model” Lω1 [x] satisfies ZFC−Power Set+V =L[x] (using, for example
Comprehension to get Replacement). Thus, ZFC − Power Set + V=L[x] is
a conservative extension of PA2.

Next we need to arrange a sufficient amount of definable determinacy.
The most natural way to secure ∆1

2-determinacy is to let x encode winning
strategies for all ∆1

2 games. However, this approach is unavailable to us since
we have not included AC in PA2 and, in any case, we wish to work with OD-
determinacy (understood schematically). For this we simultaneously run (an
elaboration of) the proof of Theorem 6.6 while defining Lω1 [x]. In this way, for
any model M of PA2, there is a real x and an associated definable set of reals
A which codes a model Lω1 [x] satisfying ZFC − Power Set + V=L[x] + OD-
determinacy.

Working in ZFC − Power Set + V=L[x] + OD-determinacy we wish now
to show that

HOD[x]T |= ZFC + On is Woodin.
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So we have to localize the construction of the previous section to the structure
〈Lω1[x], [x]T 〉. The first step is to show that

〈Lω1 [x], [x]T 〉 |= ST-[x]T -determinacy for n moves,

for each n. Here by ST-[x]T -determinacy we mean what we meant in the
previous section. However, there is a slight metamathematical issue that
arises when we work without Powerset, namely, at each stage of the game
the potential moves for Player I are a proper class from the point of view of
〈Lω1[x], [x]T 〉. So in quantifying over these moves we have to use the first-
order definition of OD in 〈Lω1[x], [x]T 〉. The winning condition for the n-move
version of the game is first-order over 〈Lω1 [x], [x]T 〉 but since the complexity
of the definition increases as n increases the full game is not first-order over
〈Lω1[x], [x]T 〉. This is why we have had to restrict to the n-move version.

The proof of this version of the theorem is just like that of Theorem 7.7,
only now one has to keep track of definability and verify that there is no
essential use of Powerset (for example, in the proof of Third Periodicity).
The proof of Theorem 7.8 goes through as before. Finally, as in the proof of
Theorem 7.9, the proof of the Generation Theorem gives a structure M such
that

HODM
[x]T

|= ZFC + On is T -strong,

for an arbitrary OD
〈Lω1 [x],[x]T 〉

[x]T
class T of ordinals, which implies the final

result.

This raises the following question: Are the theories PA2+∆1
2-determinacy

and ZFC + “On is Woodin” equiconsistent? We turn to this and other more
general issues in the next section.

8. Further Results

In this section we place the above results in a broader setting by discussing
some results that draw on techniques that are outside the scope of this chap-
ter. The first topic concerns the intimate connection between axioms of
definable determinacy and large cardinal axioms (as mediated through in-
ner models). The second topic concerns the surprising convergence between
two very different approaches to inner model theory—the approach based
on generalizations of L and the approach based on HOD. In both cases the
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relevant material on inner model theory can be found in Steel’s chapter in
this Handbook.

8.1. Large Cardinals and Determinacy

The connection between axioms of definable determinacy and inner models of
large cardinals is even more intimate than indicated by the above results. We
have seen that certain axioms of definable determinacy imply the existence
of inner models of large cardinal axioms. For example, assuming ZFC + ∆

∼
1
2-

determinacy, for each x ∈ ωω, there is an inner model M such that x ∈ M
and

M |= ZFC + There is a Woodin cardinal.

And, assuming ZFC + ADL(R), in L(R) there is an inner model M such that

M |= ZFC + There is a Woodin cardinal.

In many cases these implications can be reversed—axioms of definable de-
terminacy are actually equivalent to axioms asserting the existence of inner
models of large cardinals. We discuss what is known about this connection,
starting with a low level of boldface definable determinacy and proceeding
upward. We then turn to lightface determinacy, where the situation is more
subtle. It should be emphasized that our concern here is not merely with
consistency strength but rather with outright equivalence (over ZFC).

Theorem 8.1. The following are equivalent :

(1) ∆
∼

1
2-determinacy.

(2) For all x ∈ ωω, there is an inner model M such that x ∈ M and

M |= There is a Woodin cardinal .

Theorem 8.2. The following are equivalent :

(1) PD (Schematic).

(2) For every n < ω, there is a fine-structural, countably iterable inner

model M such that M |= There are n Woodin cardinals.

Theorem 8.3. The following are equivalent :

(1) ADL(R).
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(2) In L(R), for every set S of ordinals, there is an inner model M and an

α < ω
L(R)
1 such that S ∈M and M |= α is a Woodin cardinal .

Theorem 8.4. The following are equivalent :

(1) ADL(R) and R# exists.

(2) M#
ω exists and is countably iterable.

Theorem 8.5. The following are equivalent :

(1) For all B, V B |= ADL(R).

(2) M#
ω exists and is fully iterable.

The above examples concern boldface definable determinacy. The sit-
uation with lightface definable determinacy is more subtle. For example,
assuming ZFC + ∆1

2-determinacy, must there exist an α < ω1 and an inner
model M such that α is a Woodin cardinal in M? In light of Theorem 8.1 one
would expect that this is indeed the case. However, since Theorem 8.1 also
holds in the context of PA2 one would then expect that the theories PA2+∆1

2-
determinacy and PA2 + “There is an α < ω1 and an inner model M such
that M |= α is a Woodin cardinal” are equivalent , and yet this expectation is
in conflict with the expectation that the theories PA2 + ∆1

2-determinacy and
ZFC + “On is Woodin” are equiconsistent. In fact, this seems likely, but the
details have not been fully checked. We state a version for third-order Peano
arithmetic, PA3, and second-order ZFC. But first we need a definition and
some preliminary results.

8.6 Definition. A partial order P is δ-productive if for all δ-c.c. partial orders
Q, the product P × Q is δ-c.c.

Theorem 8.7. In the fully iterable, 1-small, 1-Woodin Mitchell-Steel model

the extender algebra built using all extenders on the sequence which are strong

to their length is δ-productive.

This is a warm-up since in the case of interest we do not have iterability. It
is unknown if iterability is necessary.

Theorem 8.8. Suppose δ is a Woodin cardinal. Then there is a proper class

inner model N ⊆ V such that
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(1) N |= δ is a Woodin cardinal and

(2) N |= There is a complete δ-c.c. Boolean algebra B such that

NB |= ∆1
2-determinacy.

Let ZFC2 be second-order ZFC.

Theorem 8.9. The following are equiconsistent :

(1) PA3 + ∆1
2-determinacy.

(2) ZFC2 + On is Woodin.

We now turn from theories to models and discuss the manner in which
one can pass back and forth between models of infinitely many Woodin car-
dinals and models of definable determinacy at the level of ADL(R) and be-
yond. We have already dealt in detail with one direction of this—the trans-
fer from models of determinacy to models with Woodin cardinals—and the
other direction—the transfer from models with Woodin cardinals to models
of determinacy—was briefly discussed in the introduction, but the situation
is much more general. To proceed at the appropriate level of generality we
need to introduce a potential strengthening of AD.

A set A ⊆ ωω is ∞-borel if there is a set S ⊆ On, an ordinal α, and a
formula ϕ such that

A = {y ∈ ωω | Lα[S, y] |= ϕ[S, y]}.

It is fairly straightforward to show that to say that A is ∞-borel is equivalent
to saying that it has a “transfinite borel code”. Notice that under AC every
set of reals is ∞-borel.

8.10 Definition. Assume ZF+DCR. The theory AD+ consists of the axioms:

(1) Every set A ⊆ ωω is ∞-borel.

(2) Suppose λ < Θ and π : λω → ωω is a continuous surjection. Then for
each A ⊆ ωω the set π−1[A] is determined.

8.11 Conjecture. AD implies AD+.
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It is known that the failure of this implication has strong consistency strength.
For example, AD + ¬AD+ proves Con(ADR).

The following theorem—the Derived Model Theorem—is a generalization
of Theorem 1.5, mentioned in the introduction.

Theorem 8.12. Suppose that δ is a limit of Woodin cardinals. Suppose that

G ⊆ Col(ω,<δ) is V -generic and let RG = ∪{RV [G↾α] | α < δ}. Let ΓG be

the set of A ⊆ RG such that

(1) A ∈ V (RG),

(2) L(A,RG) |= AD+.

Then L(ΓG,RG) |= AD+.

There is a “converse” to the Derived Model Theorem, the proof of which is
a generalization of the proof of Theorem 6.20.

Theorem 8.13. Assume AD+ and V=L(P(R)). There is a partial order P

such that if H is P-generic over V then there is an inner model N ⊆ V [H ]
such that

(1) N |= ZFC,

(2) ωV1 is a limit of Woodin cardinals in N ,

(3) there is a g which is Col(ω,<ωV1 )-generic over N and such that

(a) RV = Rg,

(b) Γg = P(R)V ,

where Rg and Γg are as in the previous theorem with N in the role of

V .

Thus, there is an intimate connection between models with infinitely
many Woodin cardinals and models of definable determinacy at the level
of ADL(R) and beyond. Moreover, the link is even tighter in the case of
fine-structural inner models with Woodin cardinals. For example, if one first
applies the Derived Model Theorem to Mω (the Mitchell-Steel model for ω-
many Woodin cardinals) and then applies the “converse” theorem to the
resulting derived model L(R∗) then one recovers the original model Mω.
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8.2. HOD-Analysis

There is also an intimate connection between the two approaches to inner
model theory mentioned in the introduction—the approach based on gener-
alizations of L and the approach based on HOD.

As mentioned in the introduction, the two approaches have opposing
advantages and disadvantages. The disadvantage of the first approach is
that the problem of actually defining the models that can accommodate large
cardinals—the inner model problem—is quite a difficult problem. However,
the advantage is that once the inner model problem is solved at a given
level of large cardinals the inner structure of the models is quite transparent
and so these models are suitable for extracting the large cardinal content
inherent in a given statement. The advantage of the approach based on
HOD is that this model is trivial to define and it can accommodate virtually
every large cardinal. The disadvantage—the tractability problem—is that in
general the inner structure of HOD is about as tractable as that of V and
so it is not generally suitable for extracting the large cardinal content from
a given statement.

Nevertheless, we have taken the approach based on HOD and we have
found that ADL(R) and ∆1

2-determinacy are able to overcome (to some extent)
the tractability problem for their natural models, L(R) and L[x] for a Turing
(or constructibility) cone of x. For example, we have seen that under ADL(R),

HODL(R) |= ΘL(R) is a Woodin cardinal,

and that under ∆1
2-determinacy, for a Turing cone of reals x,

HODL[x] |= ω
L[x]
2 is a Woodin cardinal.

Despite this progress, much of the structure of HOD in these contexts is far
from clear. For example, it is unclear whether under ∆1

2-determinacy, for
a Turing cone of reals x, HODL[x] satisfies GCH, something that would be
immediate in the case of “L-like” inner models.

Since the above results were first proved, Mitchell and Steel developed the
fine-structural version of the “L-like” inner models at the level of Woodin
cardinals. These models have the form L[ ~E ] where ~E is a sequence of
(partial) extenders and (as noted above) their inner structure is very well
understood—for example, they satisfy GCH and many of the other com-
binatorial properties that hold in L. A natural question, then, is whether
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there is any connection between these radically different approaches, that is,
whether HOD as computed in L(R) under ADL(R) or in L[x], for a Turing

cone of x, under ∆1
2-determinacy, bears any resemblance to the L[ ~E] models.

The remainder of this section is devoted to this question. We begin with
HODL(R) and its generalizations (where a good deal is known) and then turn
to HODL[x] (where the central question is open). Again, the situation with
lightface determinacy is more subtle.

The theorems concerning HODL(R) only require ADL(R) but they are sim-
pler to state under the stronger assumption that ADL(R) holds in all generic
extensions of V . By Theorem 8.5, this assumption is equivalent to the state-
ment that M#

ω exists and is fully iterable.
The first hint that HODL(R) is a fine-structural model is the remarkable

fact that
HODL(R) ∩ R = Mω ∩ R.

The agreement between HODL(R) and Mω fails higher up but HODL(R) agrees
with an iterate of Mω at slightly higher levels. More precisely, letting N be
the result of iterating Mω by taking the ultrapower ωV1 -many times using the
(unique) normal ultrafilter on the least measurable cardinal, we have that

HODL(R) ∩ P(ωV1 ) = N ∩ P(ωV1 ).

Steel improved this dramatically by showing that

HODL(R) ∩ V(δ
˜

2
1)L(R)

is the direct limit of a directed system of iterable fine-structural inner models.

Theorem 8.14 (Steel). HODL(R) ∩ Vδ is a Mitchell-Steel model, where δ =
(δ
∼

2
1)
L(R).

For a proof of this result see Steel’s chapter in this Handbook. As a corollary
one has that HODL(R) satisfies GCH along with the combinatorial principles
(such as ♦ and �) that are characteristic of fine-structural models.

The above results suggest that all of HODL(R) might be a Mitchell-Steel
inner model of the form L[ ~E ]. This is not the case.

Theorem 8.15. HODL(R) is not a Mitchell-Steel inner model.



8. Further Results 194

Nevertheless, HODL(R) is a fine-structural inner model, one that belongs to
a new, quite different, hierarchy of models. Let

D =
{

L[ ~E ]
∣

∣ L[ ~E ] is an iterate of Mω by a countable tree

which is based on the first Woodin cardinal

and has a non-dropping cofinal branch
}

.

Any two structures in D can be compared and the iteration halts in countably
many steps (since we have full iterability) with iterates lying in D. So D is a
directed system under the elementary embeddings given by iteration maps.
By the Dodd-Jensen lemma the embeddings commute and hence there is a
direct limit. Let L[ ~E∞] be the direct limit of D. Let 〈δ∞i | i < ω〉 be the

Woodin cardinals of L[ ~E∞].

Theorem 8.16. Let L[ ~E∞] be as above. Then

(1) L[ ~E∞] ⊆ HODL(R),

(2) L[ ~E∞] ∩ Vδ = HODL(R) ∩ Vδ, where δ = δ∞0 ,

(3) ΘL(R) = δ∞0 , and

(4) (δ
∼

2
1)L(R) is the least cardinal in L[ ~E∞] which is λ-strong for all λ < δ∞0 .

To reach HODL(R) we need to supplement L[ ~E∞] with additional inner-
model-theoretic information. A natural candidate is the iteration strategy.
It turns out that by folding in the right fragment of the iteration strategy
one can capture HODL(R). Let

T∞ =
{

T
∣

∣ T is a maximal iteration tree on L[ ~E∞] based on δ∞0 ,

T ∈ L[ ~E∞], and length(T ) < sup{δ∞n | n < ω}
}

and

P =
{

〈b, T 〉
∣

∣ T ∈ T∞ and b is the true branch through T
}

.

Theorem 8.17. Let L[ ~E∞] and P be as above. Then

HODL(R) = L[ ~E∞, P ].

In fact, there is a single iteration tree T ∈ T∞ such that if b is the branch

through T chosen by P then

HODL(R) = L[ ~E∞, b].
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This analysis has an interesting consequence. Notice that the model
L[ ~E∞] is of the form L[A] for A ⊆ δ∞0 . Thus, although the addition of
P does not add any new bounded subsets of ΘL(R) it does a lot of damage to
the model above ΘL(R), for example, it collapses ω-many Woodin cardinals.
One might think that this is an artifact of L[ ~E∞] but in fact the situation is

much more general: Suppose L[ ~E ] is ω-small, fully iterable, and has ω-many
Woodin cardinals. Let P be defined as above except using the Woodin car-
dinals of L[ ~E ]. Then L[ ~E, P ] ∩ Vδ = L[ ~E ] ∩ Vδ, where δ is the first Woodin

cardinal of L[ ~E ], and L[ ~E ] ( L[ ~E, P ] ( L[ ~E#]. For example, applying this

result to L[ ~E] = Mω, one obtains a canonical inner-model-theoretic object
between Mω and M#

ω . In this way, what appeared to be a coarse approach
to inner model theory has actually resulted in a hierarchy that supplements
and refines the standard fine-structural hierarchy.

The above results generalize. We need a definition.

8.18 Definition (Mouse Capturing). MC is the statement: For all x, y ∈

ωω, x ∈ ODy iff there is an iterable Mitchell-Steel modelM of the form L[ ~E, y]
such that x ∈M .

The Mouse Set Conjecture, MSC, is the conjecture that it is a theorem of
AD+ that MC holds if there is no iterable model with a superstrong cardinal.
There should be a more general version of MC, one that holds for extensions
of the Mitchell-Steel models that can accommodate long extenders. And this
version of MC should follow from AD+. However, the details are still being
worked out. See [13].

Theorem 8.19. Assume AD+ + V=L(P(R)) + Θ0 = Θ + MSC. Then the

inner model HODL(P(R)) is of the form L[ ~E∞, P ], with the key difference

being that L[ ~E∞] need not be ω-small.

Theorem 8.20. Assume AD+ + V=L(P(R)) + Θ0 < Θ + MSC. Then

(1) Θ0 is the least Woodin cardinal in HOD,

(2) HOD ∩ VΘ0 is a Mitchell-Steel model,

(3) HOD ∩ VΘ0+1 is not a Mitchell-Steel model, and

(4) HOD∩VΘ1 is a model of the form L[ ~E∞, P ] (assuming the appropriate

form of the Mouse Set Theorem).
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One can move on to stronger hypotheses. For example, assuming AD+

and V=L(P(R)), ADR is equivalent to the statement that Ω (defined at
the beginning of Section 5) is a non-zero limit ordinal. There is a minimal
inner model N of ZF + ADR that contains all of the reals. The model HODN

has ω-many Woodin cardinals and these are exactly the members of the Θ-
sequence. This model belongs to the above hierarchy and has been used
to calibrate the consistency strength of ADR in terms of the large cardinal
hierarchy. This hierarchy extends and a good deal is known about it.

We now turn to the case of lightface determinacy and the setting L[x] for
a Turing cone of x. Here the situation is less clear. In fact, the basic question
is open.

5 Open Question. Assume ∆1
2-determinacy. For a Turing cone of x, what

is HODL[x] from a fine-structural point of view?

We close with partial results in this direction and with a conjecture. To
simplify the discussion we state these results under a stronger assumption
than is necessary: Assume ∆1

2-determinacy and that for all x ∈ ωω, x# exists.
It follows that M1 and M#

1 exist. Let x0 ∈ ωω be such that M#
1 ∈ L[x0].

Let κx0 be the least inaccessible of L[x0] and let G ⊆ Col(ω,< κx0) be L[x0]-
generic. The Kechris-Solovay result carries over to show that

L[x0][G] |= OD-determinacy.

Furthermore,

HODL[x0][G] = HODL(R)L[x0][G]

and ω
L[x0][G]
2 = ΘL(R)L[x0][G]

.

Thus, the model L(R)L[x0][G] is a “lightface” analogue of L(R). In fact the
conditions of the Generation Theorem hold in L[x0][G] and as a consequence
one has that

HODL[x0][G] |= ω
L[x0][G]
2 is a Woodin cardinal.

For a model L[ ~E ] containing at least one Woodin cardinal let δ
~E
0 be the least

Woodin cardinal. Let

D =
{

L[ ~E ] ⊆ L[x0][G]
∣

∣ L[ ~E ] is an iterate of M1 and δ
~E
0 < ω

L[x0][G]
1

}

.
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Let L[ ~E∞] be the direct limit of D. Let δ∞ be the least Woodin of L[ ~E∞]
and let κ∞ be the least inaccessible above δ∞. Let

T∞ =
{

T
∣

∣ T is a maximal iteration tree on L[ ~E∞],

T ∈ L[ ~E∞], and length(T ) < κ∞
}

and

P =
{

〈b, T 〉
∣

∣ T ∈ T∞ and b is the true branch through T
}

.

Theorem 8.21. Let L[ ~E∞, P ] be as above. Then

(1) HODL[x0][G] ∩ Vδ∞ = L[ ~E∞] ∩ Vδ∞,

(2) HODL[x0][G] = L[ ~E∞, P ], and

(3) ω
L[x0][G]
2 = δ∞.

A similar analysis can be carried out for other hypotheses that place one
in an “L(R)-like” setting. For example, suppose again that x0 is such that
M#

1 ∈ L[x0]. One can “generically force” MA as follows: In L[x0] let P be
the partial order where the conditions 〈Bα | α < γ〉 are such that (i) for each
α < γ, Bα is c.c.c., (ii) |Bα| = ω1, (iii) if α 6 β < γ then Bα is a complete
subalgebra of Bβ , and (iv) γ < ω2, and the ordering is by extension. The
forcing is <ω2-closed. Let G ⊆ P be L[x0]-generic and let BG be the union
of the algebras Bα appearing in the conditions in G. It follows that BG is
c.c.c in L[x0][G]. Now, letting H ⊆ BG be L[x0][G]-generic, we have that
L[x0][G][H ] satisfies MA. The result is that

HODL[x0][G][H] = L[ ~E∞, P ]

for the appropriate ~E∞ and P . However, in this context

HODL[x0][G][H] |= ω
L[x0][G][H]
3 is a Woodin cardinal.

In the case of L(R) the non-fine-structural analysis showed that (δ
∼

2
1)
L(R) is

λ-strong in HODL(R) for all λ < ΘL(R) and the HOD-analysis showed that in
fact (δ

∼

2
1)L(R) is the least ordinal with this feature. In the case of L[x0][G]

the non-fine-structural analysis shows that some ordinal δ is λ-strong in

HODL[x0][G] = HODL(R)L[x0][G]

for all λ < ω
L[x0][G]
2 = ΘL(R)L[x0][G]

. Numerology
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would suggest that δ is δ
∼

1
2 as computed in L[x0][G]. It turns out this analogy

fails: the least cardinal δ that is λ-strong in HODL[x0][G] for all λ < ω
L[x0][G]
2

is in fact strictly less δ1
2 as computed in L[x0][G].

But there is another analogy that does hold. First we need some defini-
tions. A set A ⊆ ωω is γ-Suslin if there is an ordinal γ and a tree T on ω×γ
such that A = p[T ] = {x ∈ ωω | ∃y ∈ γω ∀n (x↾n, y↾n) ∈ T}. A cardinal κ
is a Suslin cardinal if there exists a set A ⊆ ωω such that A is κ-Suslin but
not γ-Suslin for any γ < κ. A set A ⊆ ωω is effectively γ-Suslin if there is an
ordinal γ and an OD tree T ⊆ ω × γ such that A = p[T ]. A cardinal κ is an
effective Suslin cardinal if there exists a set A ⊆ ωω such that A is effectively
κ-Suslin but not effectively γ-Suslin for any γ < κ.

In L(R), δ
∼

2
1 is the largest Suslin cardinal. Since L[x0][G] is a lightface

analogue of L(R) one might expect that in L[x0][G], δ1
2 is the largest effective

Suslin cardinal in L[x0][G]. This is indeed the case.
There is one more advance on the HOD-analysis for L[x] that is worth

mentioning.

Theorem 8.22. Assume ∆∼
1
2-determinacy. For a Turing cone of x there is

a predicate A such that

(1) HOD
L[x]
A has the form L[ ~E, P ] where P is a fragment of the iteration

strategy,

(2) HOD
L[x]
A |= ω

L[x]
2 is a Woodin cardinal,

(3) HOD
L[x]
A is of the form L[ ~E] below ω

L[x]
2 ,

(4) L[x] |= STA-determinacy, and

(5) HODL[x] ∩ Vδ = HOD
L[x]
A ∩ Vδ where δ is the least cardinal of HOD

L[x]
A

that is λ-strong for all λ < ω
L[x]
2 .

Moreover, there exists a definable collection of such A and the collection has

size ω
L[x]
1 .

This provides some evidence that HODL[x] is of the form L[ ~E ] below ω
L[x]
2

and that HODL[x] is not equal to a model of the form L[ ~E ].

8.23 Conjecture. HODL[x] is of the form L[ ~E, P ] where P selects branches

through all trees in L[ ~E ] based on the Woodin cardinal and with length less
than the successor of the Woodin cardinal.
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